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ABSTRACT

A COMPARISON OF MULTI-ATTRIBUTE UTILITY THEORY, THE ANALYTIC
HIERARCHY PROCESS, THE ANALYTIC NETWORK PROCESS, AND NEW HYBRID
APPROACHES FOR A CASE STUDY INVOLVING RADON

Jesse Ray Toepfer
Old Dominion University, 2019
Director: Dr. Charles Daniels

This dissertation focuses on the use of three new combinational hybrid approaches to solve
a rational decision problem. Even though Multi-Attribute Utility Theory (MAUT) and the
Analytic Hierarchy Process (AHP), and the Analytic Network Process (ANP), are all long-
established theories, their practical applications continue to grow and generate new knowledge.
As a case study approach, there exists a knowledge gap concerning the use of these MCDM
methods in the area of environmental remediation, and more especially, in situations that involve
radioactive materials. From this, and as borne out by the literature review discussed herein, a
problem statement is thus affirmed: This dissertation analyzes how the MAUT, AHP, and ANP
can be used, both individually and as combinational hybrid approaches, in terms of a case study
involving the selection of a geographically appropriate location indicative of the relative natural
background value for radon [in air] at a known environmental remediation site for which many
volumes of information are publicly available. More broadly, this dissertation seeks to interpret
how the practical application of MAUT, AHP, and ANP, both individually and as combinational
hybrid approaches, can assist decision-makers in making related decisions at environmental sites,
especially those that involve radioactive materials.

Comparison of MAUT, AHP, ANP, and testing of the three combinational hybrid
approaches is accomplished by analyzing the same decision problem via each method. From this,

similarities and differences between the outcomes of each model (i.e., the results) are analyzed,
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along with further comparisons drawn between the MAUT weighting factors and AHP / ANP
priority vectors for each rendition. Still yet, very granular comparisons are made between the basic
MAUT marginal utility values and the AHP / ANP alternative-level priority vectors.

One case study is likely insufficient to prove the utility of the three combinational hybrid
approaches that are herein advocated. More case studies are encouraged to assess the true utility
of these approaches. While hybrid MCDM approaches are nothing new, this research is original
and unique and serves to add to the compendium of knowledge done by others, strengthening and

bolstering the use of such approaches in engineering management and beyond.
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LIST OF ACRONYMS AND ABBREVIATIONS

o—Lower case Greek letter alpha. Used in this dissertation to refer to a form of radiation or a
subatomic particle or a mode of radioactive decay.

a fortiori— [Latin: “from a/the stronger [thing]”] used as an adverbial phrase to denote the
strength of a secondary argument or clause by resting it on the superior strength of a primary
argument or clause.

ACD—Average Number of Calm Days

ad hoc—/[Latin: “for this”] used to denote something custom and/or non-generalizable.

AEA—Atomic Energy Act

AERMOD—American Meteorological Society/EPA Regulatory Model

a.k.a.—Also Known As

ALARA—As Low As Reasonably Achievable

AHP—{the] Analytic Hierarchy Process.

ANP—{the] Analytic Network Process.

ASEM—American Society of Engineering Management

AVWD—Average Number of Very Windy Days

AWD—Average Number of Windy Days

p—Lower case Greek letter beta. Used in this dissertation to refer to a form of radiation or a
subatomic particle or a mode of radioactive decay.

BSC—Balanced Scorecard

BEIR—Biological Effects of lonizing Radiation

Bi—Bismuth
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C—Concentration

Cat—Category

CERCLA—Comprehensive Environmental Response, Compensation, and Liability Act (a.k.a.,
“Superfund”)

caeteris paribus—[Latin: “all other things being equal’’]

CFR—Code of Federal Regulations

CI—Consistency Index

Ci—Curie

COC——Constituent of Concern, also Contaminant of Concern

Cont’d—Continued

COPC——Constituent of Potential Concern, also Contaminant of Potential Concern

CR—Consistency Ratio

d—Day

DA—Decision Analysis

DAS—Distance from Known Anthropogenic Source

DECERNS—Decision Evaluation for Complex Environmental Risk Network Systems

det—Determinant [of a matrix]

DNA—Deoxyribonucleic Acid

DNS—Distance from Known Natural Source

DOD—{[United States] Department of Defense

DSS—Decision Support Software

e —Electron [subatomic particle]

e.g., —Exempli gratia [Latin: “for the sake of an example™]
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Elev.—Elevation

EMV—Expected Monetary Value

EPA—[United States] Environmental Protection Agency

esp.—Especially

et al.—Et alii [Latin: “and others™]

etc.—FEt cetera [Latin: ‘“and other similar things™]

et seq.—Et sequentia [Latin: “and the words and other similar things following...”]

EUT—Expected Utility Theory

EV—Expected Value

eV—Electron Volt

Exp.—Exposure

Fig.—Figure

Figs.—Figures

y—Lower case Greek letter gamma. Used in this dissertation to refer to a form of radiation or
subatomic quanta of energy; spoken as gamma but sometimes referred to as a photon or
quanta of photons, esp. when referenced in the context of subatomic particles, even though
vs are massless, and therefore, not technically particles.

GRA—Grey Relational Analysis

GT—Game Theory

GW—Groundwater

HPS—Health Physics Society

ID—Identification

i.e.,,—Id est [Latin: “in other words” or “that is to say”]
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xii
IRB—Institutional Review Board
IQR—Interquartile Range
A—Lower case Greek letter lambda. Used in this dissertation to denote [the] Eigenvalue of a
matrix, and should not to be confused with the various usages of “A” below, which have
different meanings; contextual clues will clarify the usage and meaning in this dissertation.

— Lower case Greek letter lambda with vinculum. Used in this dissertation to denote [the]

complex conjugate eigenvalue of a matrix; (often spoken as Lambda Bar).

A or t,—Half-life (of a radioactive isotope)

Amax—][the] Principal eigenvalue of a matrix; (often spoken as Lambda Max), and sometimes
alternatively referred to as the dominant or maximum eigenvalue.

Jmar—]the] Complex conjugate principal eigenvalue of a matrix; (often spoken as Lambda Max
Bar).

L. or Loc.—Location

Lat.—Latitude

Long.—Longitude

LTP—Large Tailings Pile

LTRC—Lifetime Risk of Cancer

p—Lower case Greek letter mu. Used in this dissertation to indicate the statistical average of a
population, not to be confused with the usage of “u” below, which has a different meaning;
contextual clues will clarify the usage and meaning in this dissertation.

p—Lower case Greek letter mu. Used as the prefix micro in the SI system of measurement.

m—Meter, not to be confused with the usage of “m” below, which has a different meaning;

contextual clues will clarify the usage and meaning in this dissertation.
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m—Month

MACBETH—Measuring Attractiveness by a Categorical Based Evaluation Technique

MAUT—Multi-Attribute Utility Theory

MAVT— Multi-Attribute Value Theory

MCDA—Multiple Criteria Decision Analysis

MCDM—Multiple Criteria Decision Making

MCL—Maximum Concentration Limit

Meas.—Measurement or Measured

MeV—Mega Electron Volt (i.e., one million electron volts)

MF—Membership Function

mrem—Millirem (i.e., one thousandth of a rem)

MSL—{[above] Mean Sea Level

MU—Marginal Utility

MV—Monetary Value

v—Lower case Greek letter nu. Used in this dissertation to denote [the] Eigenvector of a matrix.
v should not be confused with “v.” below (note the period (.) after the “v’), which looks
similar to the Greek letter nu but is actually an italicized Roman letter “v”, and is the Latin
abbreviation for “versus.” Contextual clues will clarify the usage and meaning in this
dissertation.

n—[the] Number representing the dimensional length or width (i.e., number of rows or columns)
of a square matrix; not to be confused with the usage of “n” below, which has a different
meaning; contextual clues will clarify the usage and meaning in this dissertation.

n—Speed
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n’—Neutron [can refer to: radiation or a subatomic particle].
NAD—North American Datum
NCRP—National Council on Radiation Protection
NRC—{United States] Nuclear Regulatory Commission
ODU—OId Dominion University
OR—Operations Research
p—Proton [subatomic particle]

Pb—Lead

pCi—PicoCurie (i.e., one trillionth of a Curie)

Po—Polonium

PROMETHEE—{the] Preference Ranking Organization Method
PRP—Potentially Responsible Party

PV—Priority Vector

QA—Quality Assurance

QC—~AQuality Control

Ra—Radium

RAD or rad—Radiation Absorbed Dose

RDM—Rational Decision Making

RDP—Radon Decay Product; sometimes referred to as radon daughter(s), esp. in older texts.
REM or rem—Roentgens Equivalent in Man

Rn—Radon

RSO—Radiation Safety Officer

YX—Upper case Greek letter sigma. Used in this dissertation to indicate summation.
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o—Lower case Greek letter sigma. Used in this dissertation to indicate the statistical standard
deviation of a population.

s—Second

SARA—Superfund Amendments and Reauthorization Act

SF—Spontaneous Fission

SGD—Submarine Groundwater Discharge

SI—Systeme International (d 'unités) [French: the international system of units]

sic—Usually found in brackets as [sic]. [Latin: “thus™]. The use of [sic] in this dissertation is in
keeping with standard style usage, and is meant to draw attention to a typo or some other real
or apparent anomaly in a quotation but to indicate that the quotation is being represented
verbatim as it originally appeared in the source document.

SLTO—Social License to Operate

SPCS—State Plane Coordinate System

STP—Standard Atmospheric Temperature and Pressure

Temp—Temperature

Th—Thorium

TSK—Tagaki-Sugeno Kank [structuring for fuzzy set logic]

U—~Uranium

U.S. or US—United States

UMTRCA—Uranium Mill Tailings Radiation Control Act

UNSCEAR—United Nations Scientific Committee on the Effects of Atomic Radiation

UT—Uftility Theory

UV—Ultraviolet [radiation]
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v.—versus [Latin: “in contrast to” or “as opposed to”’]
W.—Wind or Windward

W.E.—Windward Exposure

WMU—Weighted Marginal Utility

WS—Weighted Sum

y—Year

www.manharaa.com




xvil

TABLE OF CONTENTS

Chapter Page
LIST OF TABLES ...ttt sttt ettt s sttt sae e XX
LIST OF FIGURES ...ttt sttt sttt sttt st XXXV1
LIST OF EQUATIONS ...ttt ettt et e e e e e s ae e e savae e saaeeesaseeenaseeens XXXIX
CHAPTER 1 .ottt ettt b ettt b et sht et et e sb e et e st e nbeenee 1
1.1. Problem Statement — Up FTONt.........ccoiiiiiiiiiiiiiciee e 1
1.2. Format of DISSErtation ...........coeeiirieniiiiiiiiiteteeit et 1
1.3. Gap Analysis and Derivation of Problem Statement...........c.ccooceeviviienieneniineineneene. 4
1.3.1.  MAUT, AHP, ANP, and New Combinational MCDM Hybrid Approaches............... 4
1.3.2.  Gap Analysis: A Clear Need for MCDM in Environmental Management
APPLICATIONS ...ttt et ettt ettt eeateenbeeesbeebeeenseenseananas 11
1.4. Purpose of the ReSEArch ..........cccuoeiiiiiiiiiiiiiieec e 12
L.5. Framing the Problem Statement in Terms of Case Study Applicability ..................... 14
1.5.1.  An Underlying Cause: The Desire to Find a Better Way to Make Decisions......... 14
1.5.2.  Explained: What “A Geographically Appropriate Location Indicative of the
Relative Natural Background Value for Radon” Really Means ................ccccoueeeeeueannn. 15
1.5.3.  Applicability of the Problem Statement to Case Studies Involving Radon............... 22
1.5.4.  Location v. StALIC VAIUE ..............cccoooiviiiiiiiiiiiiiicesitee et 26
1.5.5.  Applicability of the Problem Statement to Case Studies Involving Other
Decisions in Engineering Management ..............ccc.eeeeuvuueeieniuieeeiniiieeeesiieeeessieeeesnsineeesns 27
1.6, NUIL HYPOTRESES ... ceeiieiiieiieiie ettt ettt ettt ettt et st e e beeeabeesaesnseens 31
1.7. Limitations and Key Assumptions of the Research...........c..ccoceeveniininnininincnene 33
1.7.1.  Limitations of the ReSEAVCH ............cc.cccueeeuieiiieiiieiieeieeeieeie et se et ve et sve e 33
1.7.2.  Major Assumptions Of the ReSEATCH .............ccccccuevvueecieiiieeiieiieeeeiieeieeeiee e 37
1.8. Contributions to Field of Engineering Management..............cccceevieeciieniienieeneenneene. 40
1.9. Clarifications and Definitions of Key Terms and Phrases ...........c.cccecceeviiicieennennnnnne. 42
CHAPTER 2 ..ttt sttt st b e st b e et s bt e bt et sae e beennes 47
2.1. Rational Decision MaKing.........c.ccccuerciieiiiiiiieniieiii ettt 47
2. 1.1, Defining RALIONALIST ........cccveeeiaiieaiieiiieeie ettt ettt e sese s saee e 47
2.1.2. Defining ULILILY «c.ooouieeieeiieiie ettt ettt ettt et st e e e saneebaeenbe e 48
2.1.3.  Risk Attitudes in DeciSion MaKing ..............ccccceecueeiieecieenieeiiesieeieeeeesie e 51
2.2. Decision Analysis and Multi-Criteria Decision MaKing ...........c.ccocevervenieneenennene. 55
2.3. Multi-Attribute Utility TheOTY.....cooieiiieiiiiiieiecieeeee ettt 60
2.3.1. A Prescriptive Process to Compare Apples to0 Oranges .............cccccoueeeeeeeeenvenunnn. 60
2.3.2. Human Decisions Are Inescapably SUDJECHIVeE .............ccccveveeesceeecianiaaiieniieeieenn, 64
2.3.3. AN Additive MOdel..................cccoooiiiiniiiiiiiiiiiieieeeeie ettt e 65

www.manaraa.com



2.4. Analytic Hierarchy PrOCESS .........cociiiiiiiiiiiieiieeiieeeee ettt 67
2.4.1. A More Flexible Prescriptive Process to Compare Apples to Oranges .................. 67
2.4.2.  Establishing Priorities Instead of Utility SCOVeS ..........ccooveveveiviencieiieniieireeennn, 70
2.4.3. DeFIVING PFIOFITIES ..cccuuveeeeeieiiieeiie ettt ettt sttt e e e e 72
2.4.4.  Priorities via the Approximate Method (the Process Used in this Dissertation) ....82
2.4.5.  Some Problems with MAUT and AHP ..............ccccoovouieeieniiiaiesieeieeeieeieeeee e, 88

2.5. ANAlYtic NetWOTK ProCESS ...c.vieiiieiiiieiieeiieitece ettt ettt 90

2.5.1. A Prescriptive Process that Helps Address the Bias in Apples-to-Oranges

COMPATISONS ...oooeeeieeeee ettt et e ettt e e ettt e s st e e st e e s bt eeeabeeesasaeenaseeenaseesnnseesnseennn 90
2.5.2.  Solving MCDM Problems With ANP .............ccccoucoueioueeceeeieeiesieecieeeieseeesevesveesieaens 93
2.6. Dissertation Literature Review: Case Studies using AHP, MAUT, and ANP........... 96

CHAPTER 3 .ttt ettt et h ettt s bt et et e e bt e nbe et e sbeenbeentens 108

3.1. INEEOAUCTION ..ttt sttt et be e 108

3.2 Research MethodOlOgY .......coovvieiiiiiiiiiieieeeee e 108

3.3. Research Method, Tools, and Approach ..........ccccceevviieiiiiniieiiinieeee e 110

34. TRE SPECIMEI ...ttt ettt ettt e et e et e saaeebeesabeenseeesseenseas 121
3.4.1.  Purpose, Intent, and LIMITALIONS ............c..cccueeeuiercieeiieiieeiiesieesieesieeseesaesnseenaeens 121
3.4.2.  Relevant History Qnd CORLEXT ............cccueeueecuieiieesiieeieeiiesieesieesieeseesaesnseesaneens 122
3.4.3.  High Level Description of the Specimen’s Physical, Hydrogeological,

Hydraulic, and Aeolic CRATACIETISTICS ........cccueeveeeceeeiieeiieeiieeie et seeeiee e estee e nes 124
3.4.4.  Important Rates Associated with Radon Movement and Transport ...................... 135
3.4.5.  Specimen Information Selected for MCDM Modeling..................cccevvevcuvenuennn. 140
3.4.6.  Tabularized Data fOr SPECIMEN .............c..cccueecuieeciieiiieeieeiieeieesieesie e saeeeiee e ens 148

3.5. Data CRECK ..ottt ettt st 155

3.6. ANAlYSIS VIA MAUT ..ottt ettt et esabeenbee e 162

3.7. ANALYSIS VI AHP ..ot 196

3.8. ANALYSIS VIA ANP Lottt 313

3.9. MAUT—ANP Hybrid: Testing the Validation Approach ...........ccccoeeeeevierinnneennen. 336

3.10.  MAUT—ANP Hybrid: Testing the Iterative Approach..........cccceceeveiieriieciiennennnnns 362

3.11. MAUT—ANP Hybrid: Testing the ANP-Weighting Approach...........cccceevuvrnnenn. 588

CHAPTER 4 ...ttt st b et et b ettt s ettt e sbe e beeatenaeens 606

4.1. INEEOAUCLION ..ttt sttt 606

4.2. Results of the MCDM Models and Combinational Hybrid Approaches................... 606

4.3. Data ANALYSIS....ccuiiiiiiiieiieeie ettt et ettt e b e saeeenbeeeneas 607

4.4, Interpretation of the ReSUILS ........cccieiiiiiiiiiiiiiee e 644

4.5. ODSEIVEd PatterNS ..c. ettt ettt 646

4.6. ODSEIVEd OULHETS ...ttt sttt st 647

CHAPTER S .ttt et a et ettt ettt st e bt et sbtenbeetesatens 648

5.1 INEEOAUCTION ...ttt sttt st 648

5.2. The Revealed Choice, the Right Choice, and the Defensible Choice ....................... 649

5.3. Summary Review of the MCDM Models and Combinational Hybrid

ADPPTOACKES ..ottt ettt et ettt e ate bt eateebeeennas 651
5.4. Addressing the HYpOtheses .........cooueiiieiiiiiiiieciieeee e 653

www.manaraa.com



XixX

5.5. Patterns Observed and Thoughts on Future Research............cccoccoeviiiiiiniiiininnnnne. 656
5.6. CONCIUSION ..ttt et b ettt ettt st b et s bt ettt e bt enbeeaee 662
REFERENCES ...ttt ettt ettt ettt ettt sttt ae s et etenbenseebesneas 665
APPENDIX A ..ottt ettt ettt ettt b e bt bttt n et et enbenbeeaeeneas 685
SUPERDECISIONS PRINTOUT OF FINAL REPORT FOR INITIAL ANP MODEL
RESULTS L.ttt sttt ettt ettt et et st bt e beese e st ente e s e 685
APPENDIX B ...ttt sttt ettt ettt h e bttt n et enbenaeeaeene s 688
SUPERDECISIONS PRINTOUT OF FINAL REPORT FOR SECOND ANP MODEL
RESULTS L.ttt sttt ettt ettt et sttt be st ene e st e eee e 688
VITA ettt ettt et b e bt et e st e a et e et e b e ebe e bt e st ententenee b enbenbeebeereas 693

www.manharaa.com




XX

LIST OF TABLES

Table Page
1. General Advantages and Disadvantages of MAUT, AHP, ANP, and MAUT-ANP Hybrid

APPIOACKES. ..evviiiiieiieeit ettt ettt ettt e et ettt e st e e bt e e st e ebeeenbeenbeeenreenreas 8
2. The Effect of Natural Phenomena on Radon. ..........cccceiiiiiniiiiiiiniiiiecceceecee 19
3. Definitions of Key Terms and Phrases. ...........ccocceeiiiiiiiiiiiiiiieiecicececie et 43
4. Rational for Selection of MAUT and ANP........ccccooiiiiiiiiiniiieiteeeeeeee e 58
5. Saaty’s Fundamental Scale for the AHP Model. .........ccoooiiiiiiiiiiiiiieeceeeeee e 70
6. Example of an AHP Comparison Matrix Using Saaty’s Scale.........ccccocveveeviniienenneneenennne. 71
7. Priority Derivation in the AHP Model..........ccooiiiiiiiiiiiiiiiicieeee e 72
8. Random Index Values for Selected Square Matrices, 72 < 20. ....oovveciieiieeiiienieeieeeeeeeeeee 82
9. Example of an AHP Comparison Matrix using Saaty’s Scale..........cccceviererviniienenneneeneenne. 84
10. Example of an AHP Comparison Matrix Using Saaty’s Scale, Illustrating Xcolumn. «.vvevvvee.. 85
11. Example of a Normalized AHP Comparison MatriX. ........ccceeeevereenierieneenienienieenie e 85
12. Example of Normalized Pairwise Comparison Matrix with Row Values Averaged,

a.k.a., Derivation of Local Priority Vectors (PVSs). .....cccoocieriiriiiiiieeiieieceeeeeee e 86
13. Example of First Step in Determining Consistency Ratio in an AHP Pairwise

COMIPATISOML. ..eeuiteeniieeiieeiee ettt eteeette et e siteeteeeateesbeessseenseessseenseessseenseesssaenseassseenseessseanseansseenseas 86
14. Example of Second Step in Determining Consistency Ratio in an AHP Pairwise

COMIPATISOML. ..eeiteeiiieeiieette et eteestteetteeiteeteeeateesbeassbeenseessseenseeasseenseessseenseassseenseessseanseansseenseas 87
15. Example of Final Step in Determining Consistency Ratio in an AHP Pairwise

COMIPATISOML. ..eenteeiiie ettt eite et etee et e et e e eteeteeeateesbeessseenseessseesseessseenseesssaenseassseenseessseanseassseenseas 87
16. Decision Information for Hypothetical Radon Detectors. ..........coeevverieneenienieneerienieneeennen 91
17. Steps to Solve MCDM Problems Using ANP. ........cccciiiiiiiiiiiieiieieceee e 95
18, LIterature REVIEW.......eoiiiiiiiiiiiiiieieeitett ettt ettt st sbe et et be et st e b 98
19. Justification for Chosen Research Methodology. ..........ccceeviieiiiiniieiiieniiciieceeeeeeee 109
20. Specimen: Insignificance of ?2?Rn Attributo 2?°Ra Concentrations in Groundwater

WELLS. ettt ettt ettt et b e et eh bt et h e b e beenee 133
21. Specimen: Decision Attributes for MCDM Modeling...........cccceocvieiieniienieniieieeieeeene 141
22. Specimen: Summary of Radon Measurements from Selected Locations. *......c...ccccevueneee 149
23. Specimen: Summary of Elevational Relationships (Measured in Feet) between Data

POTNES." ittt ettt ettt ettt et sb e et be e 150
24. Specimen: Summary of Horizontal Distances (Measured in Feet) between Data Points.: 151
25. Specimen: Interpreted Number of Hours the Wind Blew from Given Directions. ............ 152
26. Specimen: Interpreted Percentage of Time the Wind Blew from Given Directions. ......... 152
27. Specimen: Number of Hours Wind Blew Over the LTP and Toward a Given Data Point

per Stated Wind Speed CateZOTy. ......ccuieiierieeiieiie ettt ettt ettt ettt siaeebeeeeveeneeas 153
28. Specimen: Number of Hours Wind Blew Over 5-Off and Toward a Given Data Point

per Stated Wind Speed CateZOTy. ......ccvieiierieeiieiie ettt ettt et seaeebeeseveeneeas 153
29. Specimen: Number of Hours Wind Blew Over 6-Off and Toward a Given Data Point

per Stated Wind Speed CateZOTy. ......ccvieiierieeiieiie ettt ettt ettt ettt seae b e eeaeeneees 154

www.manaraa.com



30.

31.

32.

33.

34.

35.

36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.

50.
51.
52.
53.
54.
55.

56.

57

58

59.

Xxi

Specimen: Number of Hours Wind Blew Over 4-Off and Toward a Given Data Point

per Stated Wind Speed CateZOTy. ......ccvieiieiiieiieiie ettt ettt ete et aeeseeeebeeseaeeneeas 154
Specimen: Check for Potential Outliers with respect to Measured Crn-222, Elevation,

ANA KEY DISTANCES. ...eeuiieiiiieiieeiieeiie ettt ettt ettt e et e et e e seessbeeaeesnseenseesnseenseennns 156
Specimen: Check for Potential Outliers with respect to Windward Exposure from the

LTP, f(717Cab). ettt et st b e et sttt sb e b e be e 158
Specimen: Check for Potential Outliers with respect to Windward Exposure from

S-OME, f(CAL). ettt sttt et 159
Specimen: Check for Potential Outliers with respect to Windward Exposure from

O-OfF,  F(1mCaL). ettt ettt ettt 160
Specimen: Check for Potential Outliers with respect to Windward Exposure from

O N A (72 O 1) RO PSPPSR 161
Summary of Rationale for Selection of MU Values for the MAUT Analysis...........c........ 165
MU Values Associated with Measured 22?Rn Concentration Values. ............cccccvevrveverennnen. 167
MU Values Associated with Distance from the LTP..........cccocooiviiniiniiiiniiiicnieee 168
MU Values Associated with Distance from 5-Off.........c.ccocoiiiiiniiniiniiieee 169
MU Values Associated with Distance from 6-Off............cccoooiiiiiiiniiniiieeee 169
MU Values Associated with Distance from 4-Off.........c..cocoviiiiiiiniiniieee 170
MU Values Associated with EIevation. ..........c..ccoceeiiiiiniiiiiiinieiccecceeceeseee e 170
MU Values for Windward Exposure from LTP per Wind Speed Category. ........c.ccue...... 173
MU Values for Windward Exposure from 5-Off per Wind Speed Category. ..................... 175
MU Values for Windward Exposure from 6-Off per Wind Speed Category. ..................... 177
MU Values for Windward Exposure from 4-Off per Wind Speed Category. ..................... 179
Assigned Weighting FaCtOTS. ........ccuiiiiiiiiiiiieiiecieeieee ettt 181
Specimen: Analysis via MAUT: Aggregated Utility Scores. .......cccceeviieviienciieniienieeienne, 183
Specimen: Analysis via MAUT: Summary of Aggregated Weighted Marginal Utility

Scores for Each AItErNatiVe. .......cocuevuiiiiiiiiieieiieieeesee e 187
Sensitivity Analysis for Initial MAUT Model Run. ..........ccccoooieniiiiniiniiiiniencceceeeeee, 189
Specimen: Analysis via AHP: Pairwise Comparison Criteria to Goal, Level 2 to 1......... 207
Specimen: Analysis via AHP: Normalized Pairwise Comparison Criteria to Goal,

Level 2 to 1, With Priority VECIOTS. ....c.ceiiieiieeiieiieeie ettt ettt ettt esee e ens 207
Specimen: Analysis via AHP: Consistency Ratio Check for Pairwise Comparison

Criteria to GOal, LeVEl 2 10 1. coooiiiiiiiiiiii ettt e e e 207
Specimen: Analysis via AHP: Pairwise Comparison Sub-Criteria to Criteria, Level

310 2, REIAtIVE DISTANCE. ...vvvveiiiiiieiieiiiieeee ettt ettt e e e e ettt e e e e e e s e s s saaaaaeeeeseeas 208
Specimen: Analysis via AHP: Normalized Pairwise Comparison Sub-Criteria to

Criteria, Level 3 to 2, Relative Distance, with Priority Vectors. .........ccccceevveviiienieniieiene 208
Specimen: Analysis via AHP: Consistency Ratio Check for Pairwise Comparison

Sub-Criteria to Criteria, Level 2 to 3, Relative DIStance. ..........oovvvvvvvviveeeeiiiiiiieiieeeeeeeeeeinns 208

Specimen: Analysis via AHP: Pairwise Comparison Sub-Criteria to Criteria, Level

3 t0 2, WIndward EXPOSUIE. ......cccuieiiiiiiiiieiiieeiteeite ettt ettt ettt et s eebe e eee 209

Specimen: Analysis via AHP: Normalized Pairwise Comparison Sub-Criteria to

Criteria, Level 3 to 2, Windward Exposure, with Priority Vectors. ........cccccceevveerieeieenenne. 209
Specimen: Analysis via AHP: Consistency Ratio Check for Pairwise Comparison

Sub-Ceriteria to Criteria, Level 3 to 2, Windward EXposure. ...........ccccevviievienieenienieeiene 209

www.manaraa.com



60

61.

62.

63.

64.

65

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

xxil

. Specimen: Analysis via AHP: Pairwise Comparison Sub-Criteria to Sub-Criteria,
Level 4 to 3, Wind Speed CateZOry. .....cccvieuieriieniieeiieiieeieeieeeteeitesreesieesaeeaeesveesaesanaens 210
Specimen: Analysis via AHP: Normalized Pairwise Comparison Sub-Criteria to
Sub-Criteria, Level 4 to 3, Wind Speed Category, with Priority Vectors. .........ccccecueeuneenee. 210
Specimen: Analysis via AHP: Consistency Ratio Check for Pairwise Comparison
Sub-Criteria to Sub-Criteria, Level 4 to 3, Wind Speed Category. ........cceeeevvienienieenenne. 211

Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Criteria,

Level 5 to 2, Alternatives Pairwise Comparison with Respect to Measured 2>2Rn
CONCENMETALION. ...ttt ettt ettt bttt et e a e s bt et e e st e sbe et e estesbeenbeeanenbeenee 212
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Criteria,

Level 5 to 2, Normalized Alternatives Pairwise Comparison with Respect to Measured

222Rn Concentration, with Priority VECIOTS. ........c.cevieveieverieeieeieieeieeeeeereeeeseaee e, 213
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,
Alternatives to Criteria, Level 5 to 2, Alternatives Pairwise Comparison with Respect

to Measured 222Rn CONCENTATION. ......cveveeiierereeieiieteseiesitesesetesseesesesesesessesesesess s esesesessssssens 214
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Alternatives Pairwise Comparison with Respect to Distance from

EHE LTP ..ttt sttt b et b e e 215
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Normalized Alternatives Pairwise Comparison with Respect to
Distance from the LTP, with Priority VECtOTS. .......cccuieviiiriiiiieeiieiieeie ettt 216
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,
Alternatives to Sub-Criteria, Level 5 to 3, Alternatives Pairwise Comparison with

Respect to Distance from the LTP. .......c.ccoooiiiiiiiiiiiieeeceee e 217
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Alternatives Pairwise Comparison with Respect to Distance

FrOM 5-Off. ..ot 218
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Normalized Alternatives Pairwise Comparison with Respect to
Distance from 5-Off, with Priority VECIOTS. .....cevieiiieiieeiieiieeie ettt 219
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 3, Alternatives Pairwise Comparison with

Respect to Distance from 5-Off. ........ccoooiiiiiiiiiie e 220
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Alternatives Pairwise Comparison with Respect to Distance

oM 6-OfF. ...ttt 221
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Normalized Alternatives Pairwise Comparison with Respect to
Distance from 6-Off, with Priority VECIOTS. ......cevuieiiieiieiiieiieeieeeesee e 222
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 3, Alternatives Pairwise Comparison with

Respect to Distance from 6-Off. ...........cooiiiiiiiiiiiiie e 223
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 3, Alternatives Pairwise Comparison with Respect to Distance

FrOM 4-OfF. ..ot 224

www.manaraa.com



76

77.

78.

79.

80.

81.

82.

&3.

&4.

85.

86.

87.

88.

&9.

xxiii

. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-
Criteria, Level 5 to 3, Normalized Alternatives Pairwise Comparison with Respect to
Distance from 4-Off, with Priority VECIOTS. ....c.cevieiiiiiieiiieiieeieeeeeie et 225

Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,
Alternatives to Sub-Criteria, Level 5 to 3, Alternatives Pairwise Comparison with
Respect to Distance from 4-Off. ..........cooooiiiiiiiiiiie e 226
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Criteria,
Level 5 to 2, Alternatives Pairwise Comparison with Respect to Elevation. ....................... 227

Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Criteria,

Level 5 to 2, Normalized Alternatives Pairwise Comparison with Respect to Elevation,

WIth PTIOTIEY VECLOTS. c..eiiiiiiiiiieiiecie ettt ettt ettt et e s et e sabeebeesnaeensaesnnaens 228
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Criteria, Level 5 to 2, Alternatives Pairwise Comparison with Respect

0 ELEVALION. ..ttt sttt sttt st 229
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward
Exposure Hours from the LTP at Wind Speed Category [, 0.5 <n <2.1 m/s......cceeevvenen. 230
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to
Windward Exposure Hours from the LTP at Wind Speed Category I, 0.5 <n < 2.1 m/s,

WIth PTIOTIEY VECLOTS. c..eiiiiiiiiieiiecie ettt ettt ettt et e s e et e sabeebeesnaeenseesanaens 231
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from the LTP at Wind Speed Category I,

0.5 TS 201 D/S. ittt et a et et b et e 232
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward
Exposure Hours from the LTP at Wind Speed Category II, 2.1 <n < 3.6 m/s........cceeu...... 233
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to
Windward Exposure Hours from the LTP at Wind Speed Category 11, 2.1 < < 3.6 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiieiiecie ettt ettt ettt sttt e st esabeebeeenaeensaesanaens 234
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from the LTP at Wind Speed Category 11,

2.1 <7< 3U0 M/S. ittt st b et eb b et enee 235
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward
Exposure Hours from the LTP at Wind Speed Category 111, 3.6 <n < 5.7 m/s. ......coc...... 236
Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to
Windward Exposure Hours from the LTP at Wind Speed Category III, 3.6 <n < 5.7

M/S, With PIIOTIEY VECTOTS. ..euiiiiiiiiiiiieiit ettt ettt ettt et siae et e e enseesnnaens 237
Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

www.manaraa.com



XXiv

Respect to Windward Exposure Hours from the LTP at Wind Speed Category III,

300 T SS T II/S. ittt et b et et 238
90. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from the LTP at Wind Speed Category IV, 5.7 <n < 8.8 m/s. ......cceen..... 239
91. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from the LTP at Wind Speed Category IV, 5.7 <n < 8.8

M/S, With PTIOTIEY VECTOTS. ..euiiiiiiiiiieiieeiieiieete ettt ettt ettt et et siae et e s aeesaesaaaens 240
92. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from the LTP at Wind Speed Category 1V,

5.7 SIS BUB MN/S. ettt ettt sb et e 241
93. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from the LTP at Wind Speed Category V, 8.8 <n < 11.1 m/s. ................. 242
94. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from the LTP at Wind Speed Category V, 8.8 <n <11.1

M/S, With PTIOTIEY VECTOTS. ..euiieiiiiiiieiieiie ettt ettt et ettt seae et e s aeensaesanaens 243
95. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from the LTP at Wind Speed Category V,

B8 I T T M/S. ettt ettt ettt et st sb e et e b 244
96. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from the LTP at Wind Speed Category VI, n> 11.1 m/s. ....ccccccovverrennnn. 245
97. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from the LTP at Wind Speed Category VI, n> 11.1 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiieciie ettt ettt ettt ettt et e siae et e sabeebeeesaeensaesnnaens 246
98. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from the LTP at Wind Speed Category VI,

U T1LT I0/S. ittt ettt b et eb e e 247
99. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category I, 0.5 <n <2.1 m/s. ..ccccverveerrrennnene 248
100. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category I, 0.5 <n < 2.1 m/s, with

PrIOTIEY VECTOTS. . .tiiutiiiiieiieeie ettt ettt ettt et et e et esate e bt e ssbeeseeenseenbeessseenseennsaens 249
101. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category I,

0.5 IS 201 D/S. ittt ettt sb et e 250

www.manaraa.com



XXV

102. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category II, 2.1 <n <3.6 m/s....cccccccvvrrurennen. 251
103. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiieiiecie ettt ettt ettt ettt et e s et esabeebeessaeensaesnnaens 252
104. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category II,

2.1 TS 3U0 M/S. ittt et et ettt sb e et he e 253
105. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s. ....ccccveevuvennnen. 254
106. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s,

WIth PTIOTIEY VECLOTS. c..etiiiieiiiieiieeiie ettt ettt ettt ettt et e st et esabe e b e s eaeensaesnnaens 255
107. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category III,

306 T SUST II/S. it ettt et sb et et 256
108. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category IV, 5.7 <n <8.8 m/s. ...cccecevvrvennn. 257
109. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiieeie ettt ettt ettt ettt et e s e et e sabeebeessaeensaesanaens 258
110. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category 1V,

5.7 SIS BUB MN/S. ettt ettt sttt et 259
111. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category V, 8.8 <n <11.1 m/s.....ccceerurene.. 260
112. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category V, 8.8 <n <11.1 m/s,

WIth PTIOTIEY VECLOTS. ...etiiiiiiiiieiiecie ettt ettt ettt et e sib e b e sabe e bt e s saeensaesanaens 261
113. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category V,

B8 I T L1 T MI/S. ettt ettt et ettt st sb et e e 262

www.manaraa.com



XXVi

114. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 5-Off at Wind Speed Category VI, n> 11.1 m/s. .ococeveiieiiieniiennnnne 263
115. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 5-Off at Wind Speed Category VI, n > 11.1 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiieiiecie ettt ettt ettt ettt et e s et esabeebeessaeensaesnnaens 264
116. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 5-Off at Wind Speed Category VI,

0> T1LT I0/S. ittt et ettt b e e he e 265
117. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ...cocvvevrerrrennnene 266
118. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category I, 0.5 <n <2.1 m/s,

WIth PTIOTIEY VECLOTS. c..etiiiieiiiieiieeiie ettt ettt ettt ettt et e st et esabe e b e s eaeensaesnnaens 267
119. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category 1,

0.5 TS 201 M/S. ittt ettt b et e 268
120. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category II, 2.1 <n <3.6 m/s....cccccccvvrrrrennnen. 269
121. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiieeie ettt ettt ettt ettt et e s e et e sabeebeessaeensaesanaens 270
122. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category II,

2.1 ST 3U0 M/S. ettt ettt ettt sb e e heenee 271
123. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s. ....cccvevuvernnen. 272
124. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiiecie ettt ettt et e s e et esabeebeeenaeensaesanaens 273
125. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category III,

306 IS T MI/S. ittt et st nb et e 274

www.manaraa.com



XXvil

126. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category IV, 5.7 <n <8.8 m/s. ......ccveevuveunen. 275
127. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiieiiecie ettt ettt ettt ettt et e s et esabeebeessaeensaesnnaens 276
128. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category 1V,

5.7 SIS BUB MN/S. ettt et a et st b et e 277
129. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category V, 8.8 <n <11.1 m/s.....ccceceuvene.. 278
130. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category V, 8.8 <n < 11.1 m/s,

WIth PTIOTIEY VECLOTS. c..etiiiieiiiieiieeiie ettt ettt ettt ettt et e st et esabe e b e s eaeensaesnnaens 279
131. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category V,

B8 I T LT MI/S. ettt ettt et sttt et st b e et nbe s 280
132. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 6-Off at Wind Speed Category VI, n> 11.1 m/s. .ccccvveiieniieinennnnne 281
133. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 6-Off at Wind Speed Category VI, n > 11.1 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiieeie ettt ettt ettt ettt et e s e et e sabeebeessaeensaesanaens 282
134. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 6-Off at Wind Speed Category VI,

Il U 0 B 1 VOO OO TP USSP PRPORPROR 283
135. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 4-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ..ccocvvrvverrrennnene 284
136. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 4-Off at Wind Speed Category I, 0.5 <n < 2.1 m/s,

WIth PTIOTIEY VECLOTS. ...etiiiiiiiiieiiecie ettt ettt ettt et e sib e b e sabe e bt e s saeensaesanaens 285
137. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 4-Off at Wind Speed Category 1,

0.5 TS 201 D/S. ittt ettt et b et st 286

www.manaraa.com



Xxviii

138. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to

Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to

Windward Exposure Hours from 4-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 287
139. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 4-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiieiiecie ettt ettt ettt ettt et e s et esabeebeessaeensaesnnaens 288
140. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 4-Off at Wind Speed Category II,

2.1 TS 3U0 M/S. ittt et et ettt sb e et he e 289
141. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 4-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s. ....cccvvevuvernnen. 290
142. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 4-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s,

WIth PTIOTIEY VECLOTS. c..etiiiieiiiieiieeiie ettt ettt ettt ettt et e st et esabe e b e s eaeensaesnnaens 291
143. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 4-Off at Wind Speed Category 111,

306 T SUST II/S. it ettt et sb et et 292
144. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 4-Off at Wind Speed Category IV, 5.7 <n <8.8 m/s. ...ccceeevvrvenen. 293
145. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 4-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiieiiiieiiecie ettt ettt ettt et e st e et e sateebeeesbeensaesnnaens 294
146. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 4-Off at Wind Speed Category 1V,

5.7 SIS BUB MN/S. ettt ettt sttt et 295
147. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward

Exposure Hours from 4-Off at Wind Speed Category V, 8.8 <n <11.1 m/s.....ccceevuvene.. 296
148. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-

Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to

Windward Exposure Hours from 4-Off at Wind Speed Category V, 8.8 <n <11.1 m/s,

WIth PTIOTIEY VECLOTS. ...eiiiiiiiiiieiieciie ettt ettt sttt e sea e et e sebeebeessaeensaesanaens 297
149. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,

Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with

Respect to Windward Exposure Hours from 4-Off at Wind Speed Category V,

B8 I T L1 T MI/S. ettt ettt et ettt st sb et e e 298

www.manaraa.com



XXiX

150. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-
Criteria, Level 5 to 4, Alternatives Pairwise Comparison with Respect to Windward
Exposure Hours from 4-Off at Wind Speed Category VI, n> 11.1 m/s. .ccocvveiveniieinennnnne 299
151. Specimen: Analysis via AHP: Derivation of Local Priorities, Alternatives to Sub-
Criteria, Level 5 to 4, Normalized Alternatives Pairwise Comparison with respect to
Windward Exposure Hours from 4-Off at Wind Speed Category VI, n > 11.1 m/s, with
PrIOTIEY VECTOTS. ..tiiitieiiieiieeie ettt ettt ettt et et e et esate e bt e sabeenbeesnseenbeessseenseesnsaans 300
152. Specimen: Analysis via AHP: Consistency Check for Derivation of Local Priorities,
Alternatives to Sub-Criteria, Level 5 to 4, Alternatives Pairwise Comparison with
Respect to Windward Exposure Hours from 4-Off at Wind Speed Category VI,

T2 TLUL II/S. ittt 301
153. Specimen: Analysis via AHP: Model Synthesis, Derivation of Global Priorities............ 302
154. Specimen: Analysis via AHP: Summary of Global Priorities. ...........cccceveeveniienennennens 305
155. Sensitivity Analysis for Initial AHP Model Run. ...........ccccooiiiiiiiniiiiiicencec, 306
156. Analysis via ANP: Cluster Comparison with respect to Cra-222 for Alternatives,

Windward Exposure, and DISTANCe. ..........cccveriieriieiiieiiesieeiie et sveeieesveeseeseae e 316
157. Analysis via ANP: Normalized Cluster Comparison with respect to Measured Crn-222

for Alternatives, Windward Exposure, and Distance, with Priority Vectors............c........... 316
158. Analysis via ANP: Consistency Check for Cluster Comparison with respect to

Measured Crn-222 for Alternatives, Windward Exposure, and Distance. ............cccceveevenneene. 317
159. Analysis via ANP: Node Comparison with respect to Measured Crn-222 for Distance

from 4-Off, 5-Off, 6-Off, and the LTP. ......coooviiiiiiiiiiiiieeeeeeee e 317
160. Analysis via ANP: Normalized Node Comparison with respect to Measured Crn-222

for Distance from 4-Off, 5-Off, 6-Off, and the LTP, with Priority Vectors.............cecu....... 317
161. Analysis via ANP: Consistency Check for Node Comparison with respect to

Measured Crn-222 for Distance from 4-Off, 5-Off, 6-Off, and the LTP. .........ccoovevvvivvennen. 318
162. Analysis via ANP: Node Comparison with respect to Measured Crn-222 for

Windward Exposure from 4-Off, 5-Off, 6-Off, and the LTP. ..........cccceiiiiiiiiniiiiiee 318

163. Analysis via ANP: Normalized Node Comparison with respect to Measured Crn-222
for Windward Exposure from 4-Off, 5-Off, 6-Off, and the LTP, with Priority Vectors...... 319
164. Analysis via ANP: Consistency Check for Node Comparison with respect to

Measured Crn-222 for Windward Exposure from 4-Off, 5-Off, 6-Off, and the LTP. ............ 319
165. Specimen: Analysis via ANP: Summary of Global Priorities Normalized by Cluster.... 321
166. Validation Approach: MAUT Weighting Factors v. ANP Global Priorities. ................... 341
167. Validation Approach: Re-Evaluated MAUT Weighting Factors.........c.cccoceeverieniincnnen, 344
168. Validation Approach: Re-Evaluated MAUT Weighting Factors v. ANP Global

PIIOTIEIES. 1.ttt ettt ettt ettt sttt ettt sae s 346
169. Validation Approach: First Order Differences of First Order Differences between

ANP Global Priorities and Original v. Re-Evaluated MAUT Weighting Factors................. 348
170. Validation Approach: Re-Evaluated Aggregated MAUT Ultility Scores. .........ccccveeunenee. 350
171. Validation Approach: Summary of Re-Evaluated Aggregated Weighted Marginal

Utility Scores for Each AIErNatiVe. ........cc.eeviieiieriieiiecie ettt 354
172. Sensitivity Analysis for Validated MAUT Model Run. ........ccccceceviininiiniiniiiiniecnens 355
173. Tterative Approach: Pairwise Comparison of MAUT MU Values Associated with

RN-222+ teeenette ettt e ettt e e ettt e et e e e at e e at e e ettt e e st e e e as e e e e a bt e e eabe e e e abee e nb e e e nbee e abeeenteeeabbeeebaeesabeeenns 374

www.manaraa.com



XXX

174. Tterative Approach: Derivation of PVs from MAUT MU Values Associated with

RN-222+ teeemette ettt e ettt e ettt e ettt e et e e e at e e at e e e st e e s st e e s bt e e e a bt e e eabeeeeabee e st ee e ab e e e abeeebteeeatbeeenbaeeeabeeenn 375
175. Tterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated With CRn222. «.eeveeueeueiieiiiiiiiieninieeeeeee ettt 376
176. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Distance from the LTP.........cccooiiiiiiiiiieeee e e 377
177. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Distance from the LTP.........cccoooiiiiiiiiiiiieeeeee e 378
178. TIterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Distance from the LTP. .......c..cccocoiiiiiininnccccce 379
179. Tterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Distance from 5-Off. ... e 380
180. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Distance from 5-Off. ... e 381
181. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Distance from 5-Off. ... 382
182. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Distance from 6-Off. ..ot 383
183. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Distance from 6-Off. ..ot e 384
184. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Distance from 6-Off. ... 385
185. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Distance from 4-Off. .........oooiiiiii e 386
186. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Distance from 4-Off. .........cooiiiiiii e 387
187. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Distance from 4-Off. ...........cccooiiiiiiiinicccee 388
188. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

EIEVATION. ..ottt ettt 389
189. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

EIEVATION. ...ttt sttt 390
190. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with EIeVaAtion. ..........cccoeiinininininiiiiccieeseseeceeeeeeeeeesese e 391

191. TIterative Approach: Pairwise Comparison of MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category I, 0.5 <n <2.1 m/s. ... 392
192. TIterative Approach: Derivation of PVs from MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category I, 0.5 <n <2.1 m/s.... 393
193. TIterative Approach: Consistency Check for Pairwise Comparison of MAUT MU
Values Associated with Windward Exposure Hours from the LTP at Wind Speed
Category I, 0.5 <71 <2 1 M/S. toiiiiiiieiieeee et ettt ettt ettt et e et e e e 394
194. Tterative Approach: Pairwise Comparison of MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category I, 2.1 <n < 3.6

www.manaraa.com



XxXx1

195. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category I, 2.1 <n < 3.6

196. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU
Values Associated with Windward Exposure Hours from the LTP at Wind Speed
Category 11, 2.1 <7 < 3.0 M/S. ittt ettt ettt et ettt e e eee 397
197. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category III, 3.6 <n < 5.7

198. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category III, 3.6 <n < 5.7

199. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU
Values Associated with Windward Exposure Hours from the LTP at Wind Speed
Category 1L, 3.6 <71 < 5.7 M/Suuiiiiiieiieie ettt ettt ettt ettt esebeensee e 400
200. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category IV, 5.7 <n < 8.8

201. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category IV, 5.7 <n < 8.8

202. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU
Values Associated with Windward Exposure Hours from the LTP at Wind Speed
Category IV, 5.7 <7 <88 M/S. wioiiiiiiiiieeieeee ettt ettt st ettt et ebe e 403
203. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category V, 8.8 <n < 11.1

204. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with
Windward Exposure Hours from the LTP at Wind Speed Category V, 8.8 <n <11.1

205. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from the LTP at Wind Speed

Category V, 8.8 <, < LL.T M/Siuiiiiiiiiiiiiieiiecie ettt et 406
206. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from the LTP at Wind Speed Category VI, n> 11.1 m/s. ....... 407
207. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from the LTP at Wind Speed Category VI, n> 11.1 m/s. ....... 408
208. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from the LTP at Wind Speed

Category VI, 71> T1.1 M/Siiiiiiiiiiiiiciiee ettt ettt et st e sebe e e e 409
209. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 410
210. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 411

www.manaraa.com



Xxxil

211. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category I, 0.5 <7 < 2.1 T/S. ittt 412
212. TIterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 413
213. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 414
214. TIterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category 11, 2.1 <7 <310 MN/S. ittt ettt ettt sebe e eeee 415
215. TIterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category 111, 3.6 <n < 5.7 m/s...... 416
216. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category 111, 3.6 <n < 5.7 m/s...... 417
217. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category 1L, 3.6 <71 < 5.7 M/Suuiiiiiiieiieie ettt ettt et esebe e e e 418
218. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 419
219. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 420
220. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category IV, 5.7 <7 < 8.8 TM/S. cuviiiiiiiiiiiiieeeee ettt 421
221. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 422
222. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 423
223. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category V, 8.8 <, < L1 T M/Siuiiiiiiiiiiiiieieeie ettt et et 424
224. Tterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category VI, n > 11.1 m/s............. 425
225. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 5-Off at Wind Speed Category VI, n > 11.1 m/s............. 426

226. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 5-Off at Wind Speed

Category VI, 71> T1.1 M/Siiiiiiiiiiiiciieie ettt ettt ettt et 427
227. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 428
228. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 429
229. TIterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category I, 0.5 <71 <2 1 M/S. toiiiiiiieiieeee ettt ettt ettt et et e et e e eee 430

www.manaraa.com



xXxxiii

230. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 431
231. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 432
232. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category 11, 2.1 <7< 3.0 M/S. cuiiiiiieiieie ettt ettt sttt sebe e eee 433
233. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category 111, 3.6 <n < 5.7 m/s...... 434
234. TIterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s...... 435
235. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category 1L, 3.6 <71 < 5.7 M/Suuiiiiiieiieeie ettt ettt et et esebe e e e 436
236. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 437
237. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 438
238. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category IV, 5.7 <7 <88 M/S. wiiiiiiiiiiieeieeee ettt ettt ettt et sebe s eee 439
239. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 440
240. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 441
241. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category V, 8.8 <, < L1 T M/Siuiiiiiiiiiiiiieiiecieeeee ettt et e 442
242. TIterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category VI, n > 11.1 m/s............. 443
243. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 6-Off at Wind Speed Category VI, n > 11.1 m/s............. 444

244. Tterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 6-Off at Wind Speed

Category VI, 71> T1.1 T/Sciiiiiiiiiiiciiee ettt ettt et ettt et et e e 445
245. TIterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 446
246. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category [, 0.5 <n <2.1 m/s. ....... 447
247. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category I, 0.5 <71 <2 1 M/S. toniiiiiieiieie ettt ettt ettt et et e et e e ene 448
248. Iterative Approach: Pairwise Comparison of MAUT MU Values Associate with

Windward Exposure Hours from 4-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 449
249. TIterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category II, 2.1 <n < 3.6 m/s....... 450

www.manaraa.com



XXX1V

250. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category 11, 2.1 <7 <310 MN/S. cuiiiiiiiiieie ettt ettt et et st e e eee 451
251. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category 111, 3.6 <n < 5.7 m/s...... 452
252. TIterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category III, 3.6 <n < 5.7 m/s...... 453
253. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category 1L, 3.6 <71 < 5.7 M/Suuiiiiiiieiieie ettt ettt st st esebe e eee 454
254. Tterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 455
255. TIterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category IV, 5.7 <n < 8.8 m/s. .... 456
256. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category IV, 5.7 <7 <88 M/S. wioiiiiiieiieeieeee ettt ettt ettt sttt e s eee 457
257. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 458
258. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category V, 8.8 <n <11.1 m/s..... 459
259. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU

Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category V, 8.8 <, < L1 T M/Siuiiiiiiiiiiiiieiiecie ettt 460
260. Iterative Approach: Pairwise Comparison of MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category VI, n > 11.1 m/s............. 461
261. Iterative Approach: Derivation of PVs from MAUT MU Values Associated with

Windward Exposure Hours from 4-Off at Wind Speed Category VI, n > 11.1 m/s............. 462

262. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT MU
Values Associated with Windward Exposure Hours from 4-Off at Wind Speed

Category VI, 71> T1.1 T/Stiiiiiiiiiiiieiiee ettt ettt ettt et sebe e eee 463
263. Iterative Approach: Pairwise Comparison of MAUT Weighting Values. ............c.cc........ 464
264. Iterative Approach: Derivation of PVs from MAUT Weighting Values........c...cccceeuenene 472
265. Iterative Approach: Consistency Check for Pairwise Comparison of MAUT

WEIZHHING VAIUES......eiiiiiiiieeii ettt ettt ettt et e e abeebeessaeenseesasaens 480
266. Iterative Approach: Model Synthesis, Derivation of Global Priorities...........ccccceceeruenene 489
267. Iterative Approach: Summary of Global Priorities. ..........cccceevervierieneriienieninicneeenens 492
268. Sensitivity Analysis for 1% AHP-Style Analysis (Iterative Approach)..........cccccecuevenennene 493
269. Iterative Approach: Pairwise Comparison of Re-Evaluated MAUT Weighting

VALUCS. .ttt ettt 504
270. Iterative Approach: Derivation of PVs from Re-Evaluated MAUT Weighting

VALUCS. .ttt ettt 512
271. Iterative Approach: Consistency Check for Pairwise Comparison of Re-Evaluated

MAUT Weighting ValUEs. .......cc.ceiiiiiiiiiiieiieeie ettt ettt e e e ebeeenneens 520
272. Iterative Approach: Model Synthesis, Derivation of Global Priorities...........c.ccceceevuenene 529
273. Iterative Approach: Summary of Global Priorities. ..........cccceeveeiieniineriienienieieneeenne 532

www.manaraa.com



XXXV

274. Sensitivity Analysis for 2" AHP-Style Analysis (Iterative Approach)...........ccccccuevevenenen. 533
275. Iterative Approach: Node Comparison with respect to Measured Crp-222 [and

alternatively, with respect to the Goal] for Distance from 4-Off, 5-Off, 6-Off, and

EhE LTP ..ottt et 544
276. Iterative Approach: Derivation of PVs for Node Comparison with respect to

Measured Crn-222 [and alternatively, with respect to the Goal] for Distance from 4-Off,

5-Off, 6-Off, and the LT . ....oooiiiiiieeeee ettt ettt e eaaa e e e e e e 545
277. Iterative Approach: Consistency Check for Node Comparison with respect to

Measured Crn-222 [and alternatively, with respect to the Goal] for Distance from 4-Off,

5-Off, 6-Off, and the LT . ....oooiiiiiiieeee ettt e e s eaaaeeee e e 545
278. Iterative Approach: Node Pairwise Comparison pertaining to the Relationship
between all Windward Exposure Elements with respect to the Measured Crn-222. «..eeveneeen. 546

279. Iterative Approach: Derivation of PVs for Comparison pertaining to the

Relationship between all Windward Exposure Elements with respect to the

IMEASUTEA CRN-222: +veevvievreeniieeiieetteeite et e sete et e e tteetteeateesseaesbeenseesasaenseassseenseesnseenseessseenseennsaans 552
280. Iterative Approach: Consistency Check for Comparison pertaining to the

Relationship between all Windward Exposure Elements with respect to the

MEASUTEA CR1D22. -vevvvrentententeetiete ettt ettt ettt ettt ettt aesae e 558
281. Iterative Approach: Summary of Global Priorities Normalized by Cluster. .................... 566
282. Iterative Approach: 2" Iteration: Aggregated MAUT Utility SCOTeS. ........ccoevvvevenenene.. 576
283. Iterative Approach: Summary of Aggregated Weighted Marginal Utility Scores for

Each Alternative (279 Tteration).........ocveviueerieeereeieeeeeieeeeeeeeeseeees e eee s esesseseee et eaeeseseesesenens 580
284. Sensitivity Analysis for 2" MAUT Model Run (Iterative Approach). ..........cccccceueveveeeen. 581
285. ANP-Weighting Approach: Conversion of ANP Global Priorities for use in

IMAUT ANALYSIS. ..vieutieiiieiieete ettt ettt et te st et e ste e bt e s sbeeseesabeesseessseeseesnseenseessseenseennsaans 590
286. ANP-Weighting Approach: MAUT ANALYSIS.....ccccerieririieriinieiienienieniesceieeee e 593
287. ANP-Weighting Approach: Summary of Aggregated Weighted Marginal Utility

Scores for Each AItErNatiVe. .......cocuevuiiiiiiiiiiieiieieeesee e 597
288. Sensitivity Analysis for ANP-Weighted MAUT Analysis. .......cccceveenerienieneniieneeniennns 598
289. High-Level Summary of RESULLS. .....cccooiiiiiiiiiiiiiiiecieee e 606
290. Direct Comparison of Results of MCDM Models and Hybrid Approaches...................... 608
291. Comparison of Normalized Results of MCDM Models and Hybrid Approaches............. 609

292. Comparison of Rankings of Alternatives of MCDM Models and Hybrid Approaches. ... 610
293. Determination of Statistical Outliers of Normalized Results of MCDM Models

and Hybrid APPIroaches. ........cocuieeiieiiiiiieiieie ettt ettt e eeebeensee e 614
294. Comparison of Criteria Weighting Factors and Priority Vectors of MCDM Models

and Hybrid APPIroaches. ........cocuieeuiieiiiiieeiiecie ettt ettt ettt eeebeensee e 615
295. Determination of Statistical Outliers of Criteria Weighting Factors and Priority

Vectors of MCDM Models and Hybrid Approaches. ...........cccceevieriieniienieiniienieeiieeeeenen. 620
296. Calculation of Normally Constrained MAUT MU Values........cccccoceeverieneeniniieneenennns 623
297. Comparison of Normally Constrained MAUT MU Values and AHP / ANP

Alternative-Level PVS. ...t 629

www.manaraa.com



XXXV1

LIST OF FIGURES

Figure Page
1. Organizational Format of DiSSertation............cceeeieriiieriieniieniienie et 3
2. Identifying, Defining, and Refining Research Scope and Boundaries. ........c.cccecceveriiniencnnne. 3
3. MAUT and ANP in the MCDM URNIVETSE. ......ccveruiiriiriiiniieieniienieetesieesieete sttt esae s 6
4. MAUT-ANP Hybridization CONCEPLS. .....ccveeiieriieeiieniieeieeriieetteiee et esitesveeieeeeveeseesnseesee e 7
5. How Radon Background Is Affected by Incremental Regulatory Limits...........cccccevvervenenee. 22
6. Exposure Pathways for Radon and RDPS. ..........cccoooiiiiiiiiiiiiiiieceeeeeee e 24
7. Typical Decision Tree EXample..........cociiiiiiriiiiiiiiiieiiiciieeie ettt 50
8. Generic Curves of Utility fUNCHONS. ....c.eooiiiiiiiiieiieie et 54
9. Typical Progression of a MAUT-Structured Decision Problem. ..........c.cccoceeviniieninninencnnne. 62
10. General Format of an Example AHP-Structured Problem. .........c..ccccovveniininiiniininieene, 69
11. Eigenvalue Calculation Example Problem. .............cccoviiiiiiiiiiiiiiiiicieeceeeeeee e 78
12. Eigenvector Calculation Example Problem. ............cccooiiiiiiiiiiiiiiiniiiieeceeeeeeee e 79
13. AHP Hierarchy for Hypothetical Radon Detectors Decision Problem..........c.ccccccevevvenenee. 92
14. ANP Clusters and Loops for Hypothetical Radon Detectors Decision Problem................... 93
15. Specimen: Location of Major Drainage Features, Data Points, and Marked Locations

of Known Anthropogenic Sources of Radon. ..........ccecuieviiiiiiiiiiiiiiiiecieeeecee e 126
16. Specimen: Wind Rose Parameters as Measured, 2009 — 201 1. ......cccoeveviiniinenieninnennen, 128
17. Average Temperature for Climate Division 4 (Southwest Mountain Region) of New

Mexico, 2000 — 20T 1. oo 129
18. Average Precipitation for Climate Division 4 (Southwestern Mountain Region) of

New MexXico, 2009 — 201 1. ..ot 130
19. Specimen: Artistic Rendering of Uranium-Impacted Alluvial Groundwater ..................... 134
20. MAUT Decision Model for Dissertation Problem Statement.............ccccoooeevieniniinienennns 163
21. AHP Decision Model for Dissertation Problem Statement. ...........ccoceevervienieniniienieenennns 197
22. ANP Decision Model for Dissertation Problem Statement. ...........ccoceevervieneeninieneenennns 314
23. Specimen: Analysis via ANP: Summary of Global Priorities. .........ccccceoeveeviniiineinennene 320
24. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 1 Manipulated to Zero. ........ccceeevvevieeiienienieeienne, 325
25. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 1-Off Manipulated to Zero..........cccceeevveerveeieennennne. 326
26. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 1A Manipulated to Zero.........ccccceevueeevieniienieenenne. 326
27. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 1-Off Manipulated to Zero..........cccceeeveeriervrenennne. 327
28. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 2-Off Manipulated to Zero..........ccccceevvverieerrenennne. 327
29. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 3 Manipulated to Zero. .......ccceeevvevieeiienienieeienne 328

www.manaraa.com



XXXVil

30. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 3-Off Manipulated to Zero..........ccccceeeveerieeirenennne. 328
31. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 4 Manipulated to Zero. .......ccceecuvevieniienienieeiene 329
32. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 5 Manipulated to Zero. .......ccceeeuvevieeiienieniieiene 329
33. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 6 Manipulated to Zero. ........ccceeevveviieeiienieniieienne 330
34. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 7 Manipulated to Zero. .......cccceeevvevveeiieniencieeiene 330
35. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Alternative Loc. 16 Manipulated to Zero. ........ccccceeveeerienienieennenne. 331
36. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Crn-222 Node Manipulated to Zero. ........cc.eceevvieeenienieeieeieieeieeeeenns 331
37. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Elevation Node Manipulated to Zero..........c.eooveeciienieniienienieeene, 332
38. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Distance from 4-Off Node Manipulated to Zero. .........c.ccccveevvennnnee. 332
39. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Distance from 5-Off Node Manipulated to Zero. .........c.cccveevrennennee. 333
40. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Distance from 6-Off Node Manipulated to Zero. ...........ccceeevrennennee. 333
41. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Distance from the LTP Node Manipulated to Zero. ........cc.cccveenenee. 334
42. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Wind Exposure from 4-Off Node Manipulated to Zero. ................... 334
43. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Wind Exposure from 5-Off Node Manipulated to Zero. ................... 335
44. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Wind Exposure from 6-Off Node Manipulated to Zero. ................... 335
45. Specimen: Analysis via ANP: Screenshot of Sensitivity Analysis Showing Effects

on Alternatives After Wind Exposure from the LTP Node Manipulated to Zero. ............... 336
46. Validation Approach Decision Model for Dissertation Problem Statement........................ 338
47. Iterative Approach Decision Model for Dissertation Problem Statement. .......................... 363
48. Iterative Approach: General Spreadsheet Formula for MU Conversion. ............cccceeeunee... 364
49. Iterative Approach: ANP-Style Decision Model for Dissertation Problem Statement....... 541
50. Iterative Approach: Summary of Global Priorities. ..........ccceeeieniieiiieniiiiieniecieeeeeeeeeen 565

51. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 1 Manipulated to

ZLETO. .. bbb et 568
52. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 1-Off Manipulated

O ZLETO. .. st b e et sa e e 569
53. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity Analysis
Showing Effects on Alternatives After Alternative Loc. 1A Manipulated to Zero............... 569

www.manaraa.com



XXXViil

54. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity
Analysis Showing Effects on Alternatives After Alternative Loc. 2 Manipulated

55. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 2-Off Manipulated

O ZLETO. ..t b e e st 570
56. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 3 Manipulated

57. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 3-Off Manipulated

O ZLETO. 1.ttt 571
58. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 4 Manipulated

59. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 5 Manipulated

O ZLETO. ..ttt a e e st 572
60. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 6 Manipulated

61. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 7 Manipulated

O ZLETO. 1.t b e e st 573
62. Specimen: Iterative Approach, Analysis via ANP: Screenshot of Sensitivity

Analysis Showing Effects on Alternatives After Alternative Loc. 16 Manipulated

O ZLETO. .ttt ettt ettt eh e et sh e et eea ettt e sat e e bt e aeeebeenaneea 574
63. ANP-Weighting Decision Model for Dissertation Problem Statement. ...............cccccceeeee. 589
64. Scatterplot of Variance, Standard Deviation, and Mean of Normalized Results................. 611
65. Scatterplot of Variance, Standard Deviation, and Mean of Normalized Weighting

Factors and Priority Vectors on a Logarithmic Scale. ..........cccooveiiiiiiiiniinninieccee 619

www.manaraa.com



XXXIX

LIST OF EQUATIONS
Equation Page
1. Utility Function of an Attribute or Alternative to RisK.........c.ccoceeviiieniiiiiieniiciicieeieee. 53
2. General Form of the Additive Model...........cooiiiiiiiniiiiiiinieeeeeeeeee e 66
3. Formula for the Normalization COnStraint...........ccceveerierienienienieneenienieseeeeeesieesee s 66
4. Number of Comparisons Required for » Number of Elements ...........ccccceevvierieniienennne. 72
5. General Form of @ SqQUAare MatriX ........ccceeeeuieriieniieniieeie ettt 72
6. Fundamental Eigen EQUation..........ccccooiiiiiiiiiiiiiieiiecie ettt e 74
7. Eigen Equation Rearranged to EQUal Zero .........ccocoveeiieiiiiiiiniieiiieieceeeeeee e 75
8. Finding the Determinant 0f @ MatriX .......ccceecuieriiiiiienieeieeiie ettt 75
9. Equation to Find Consistency INAeX ........ccceeruiiriiiiiiiiiieiieeieeieeee e 81
10. Equation to Find Consistency Ratio ..........cccueeviieriiiiiieniiieiieieeieeee e 81
11. Aggregation Equation for AHP / ANP Models ........cccooviiiiiiniiiiieiecieeieceeee e 88

www.manharaa.com




CHAPTER 1

INTRODUCTION

1.1. Problem Statement — Up Front

This dissertation focuses on the use of three new combinational hybrid approaches to solve
a rational decision problem. Multi-Attribute Utility Theory (MAUT), the Analytic Hierarchy
Process (AHP), and the Analytic Network Process (ANP) are combined to support a rational
decision-making problem involving radon. The topic of the dissertation is concentrated in a case
study involving the decision-making process to select a geographically appropriate location
indicative of the relative natural background value for radon [in air]. Additionally, and more
broadly, this dissertation seeks to interpret how the practical application of MAUT and ANP, both
individually and combined as integrated approaches, can assist decision-makers in making related
decisions at environmental sites, especially those that involve radioactive materials.
1.2. Format of Dissertation

Although it might not be apparent, a concerted effort was in fact made to present the
research material in simplified terms, and to avoid writing a paper chocked full of math formulas
and technical jargon only comprehensible to a few. Be that as it may, this dissertation relies on
several seemingly disjointed pieces to come together in a specific way. Proper framing of the
problem statement, purpose, objectives, null hypotheses, and research limitations necessitates a
coalescence of various disciplines and concepts, including:

1. Engineering Management;

2. MCDM, MAUT, ANP, AHP, Rational Decision Making (RDM), Multi-Criteria

Decision Analysis (MCDA), and MCDA software programs;
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3. Higher level math (e.g., matrix algebra, calculus, linear equations, efc.);

4. Regulatory guidance applicable to environmental sites;

5. Environmental remediation; and

6. Radon, radon background, and radiation.

Accordingly, it seems prudent to offer an introductory explanation as to how this
dissertation is laid out, so as make it easier for a reader to become aware of the overall big picture,
before delving into what would otherwise seem to be the frayed ends of sporadic thoughts. Figure
1 below illustrates the general format and logical progression of this dissertation while Figure 2

illustrates the logical progression associated with the development of the scope and boundaries of

the research.
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Figure 2. Identifying, Defining, and Refining Research Scope and Boundaries.
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As shown in Figure 2, the problem statement is the heart of the entire research project; the
point of giving the problem statement is to explain what the research is about, and how it will
generate new knowledge. Similarly, the purpose and objectives of the research serve to explain
why the research is being conducted, and the value hoped to be gained by it. Including a narrative
on the applicability of the research not only serves to finely tune the scope and limitations of the
research but also serves to answer the question: What good can this research really accomplish?
This, taken with an implied connotation toward real-life situations.

1.3. Gap Analysis and Derivation of Problem Statement
1.3.1. MAUT, AHP, ANP, and New Combinational MCDM Hybrid Approaches

Academic advances in the area of MCDM have certainly opened the door for discovering
new practical applications, but the existing MCDM models have yet to yield an adaptable
framework for environmental projects that engenders confidence, especially those that involve
contamination (Linkov, Varghese, Jamil, Seager, Kiker, & Bridges, 2004). Melding two or more
MCDM models together is nothing new; for instance, MAUT and AHP have often been compared,
and in at least a few instances, have been used jointly to bolster practical decisions in the field. To
the extent that the literature review has yielded, no existing research has been discovered that:

e Compares and contrasts MAUT and ANP in terms of case study involving radon; or

e Attempts to hybridize and integrate MAUT, AHP, and ANP in the way that has been

done in this research; or

e Attempts to evaluate the efficacy of a combinational MAUT-ANP hybrid model via

application on a case study involving radon.

One of the objectives of this dissertation is to compare and contrast MAUT and ANP,

especially in terms of the particular case study involving radon. As evident from the literature
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review, and in very plain and general terms, MAUT, AHP, and ANP have all been debated for
decades, and there are well documented advantages and disadvantages to every MCDM. It would
seem to be of little academic importance to merely review these MCDM theories on their
respective merits alone because to do so would conceivably do nothing more than add yet another
opinion to the already abundant stack of such opinions on the matter. The future of MCDM lies
in combinational hybrid approaches. Comparing these MCDM theories through the lenses of
practical applications gives them substance, and provides a way to identify and define their
respective limitations and potentials. In doing so, a path is paved toward modification and
adaptation, which in turn, paves the way toward the creation of new knowledge where none existed
before.

Figure 3 illustrates where MAUT and ANP exist in the universe of MCDM techniques, as

well as the attributes that are hybridized in this research.
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Figure 3. MAUT and ANP in the MCDM Universe.
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The general premises of these three prescriptive theories are simple: MAUT provides
rankings based on utility scoring techniques; AHP provides priority scores based on pairwise
comparisons; and ANP enables decision-makers the ability to understand and evaluate the
interconnectedness of AHP priorities. What, however, might a hybrid approach be? How might
these theories be combined to effectively answer decision-making problems? How so configured?
How so arranged? Figure 4 illustrates a few examples for hybridizing these MCDM theories while

Table 1 presents their respective advantages and disadvantages in very general terms.

e Straightforward and simple hybrid
o General Concept: MAUT and AHP are used to

validate one another, ANP is used to explain

Validation Approach

MAUT & [AHP + ANF] dependencies- Ilteration would only be necessary in

the event inconsistencies are revealed during

validation-

o More complicated hybrid

o General Concept: Use utility scores generated in

lterative MAUT to inform AHP priorities; ANP would then be
Approach used to identify dependencies, which would then be
used to granulate MAUT attributes and alternatives-
w o [terations would continue until the decision-maker is
satisfied-

e Streamlined hybrid
o General Concept: Begin with ANP- Use ANP global
priorities to inform weights assigned to MAUT

ANP
Weighting

decision attributes:

Figure 4. MAUT-ANP Hybridization Concepts.
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Table 1. General Advantages and Disadvantages of MAUT, AHP, ANP, and MAUT-ANP Hybrid Approaches.

Advantage

Disadvantage

MAUT’s chief advantage is that it reduces everything to
equal units of utility (which is just a number, and has no
actual units)—this allows for apples-to-oranges
comparisons (Ishizaka & Nemery, 2013; Linkov &

Preferences must be precise.

Takes a considerable amount of time to program inputs
properly (Velasquez & Hester, 2013).

Weighting factors obtained through less rigorous surveys

MAUT Steevens, 2008). (or no surveys at all) may not accurately reflect
Can account for uncertainty, and incorporate preferences stakeholders’ true feelings (Linkov & Steevens, 2008).
(Velasquez & Hester, 2013). In general, MAUT analyses also assume the input
A properly conducted MAUT can be a very thorough criteria are independent.
and comprehensive MCDM technique.
AHP’s chief advantage is that it relates things in a way AHP has received criticism for some rank reversal issues
generally akin to the way humans think: in terms of relating to the way pairwise comparisons are structured,
comparisons and superlatives (Velasquez & Hester, which has led to inconsistency issues (Velasquez &
2013). In other words, AHP are plausible and people Hester, 2013).
usually agree with the model-determined outputs (i.e., Inconsistency can force decision-makers to change the
priorities). inputs; such manipulation can be viewed as gaming the
AHP is an intuitive and very easy-to-use decision- decision model to produce a desired output, which is
making approach, and can be modeled using little more counterintuitive and counterproductive to the

AHP than a spreadsheet and simple calculations (Ishizaka & prescriptive decision-making process.

Nemery, 2013).

Combining multiple inputs from several persons can be
done relatively easily.

AHP models can be easily explained to people who do
not have a background in MCDM, which can come in
handy when trying to convince executives, research
grant underwriters, lay members of the public, and the
like of its merits.

AHP is not as thorough as MAUT.

Like MAUT, AHP cannot readily account for
dependencies and the interconnectedness of decision
attributes and alternatives (Ishizaka & Nemery, 2013).
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Table 1 (Cont’d). General Advantages and Disadvantages of MAUT, AHP, ANP, and MAUT-ANP Hybrid Approaches.

Advantage

Disadvantage

The chief advantage of ANP is that it can model
dependent relationships between input criteria (Ishizaka
& Nemery, 2013).

ANP is more sophisticated than AHP, and can provide
decision-makers with a better understanding and
awareness of the dependencies and interconnectedness
of decision attributes and alternatives.

Due to the fact that ANP forces precise definitions of

The chief disadvantage of ANP is that it is too complex
to be used as a standard tool for practical decision
making in organizations; accordingly, it is often used
primarily in academic settings and in special situations.

Modeling ANP decision problems requires sophisticated
software (Ishizaka & Nemery, 2013).

ANP is difficult to explain to people who do not have a

ANP background in MCDM, which can be burdensome when
nodes and other interconnections, some problems can trying to explain its merits to executives, research grant
only be solved using ANP. underwriters, and lay members of the public.

Ideal method to gain a deep understanding of a specific Like AHP, ANP is often criticized for its use of pairwise

decision problem. comparisons not being able to accurately reflect
stakeholders’ true preferences. ANP also requires time-
consuming calculations (Ishizaka & Nemery, 2013).
Very difficult, if not impossible, to verify results due to
feedback loops and interrelation of nodes.

Independent validation provides a superior degree of Performing a proper MAUT analysis can be very time

comfort when a decision alternative is ultimately consuming on its own; factoring in two additional—and

selected. independent—MCDM modeling efforts would only

Validation This approach would conceivably have greater initial prolong an already lengthy decision-making process.

Approach Hybrid academic acceptance because little is done to parse or Aside from instances where the validation might reveal

otherwise modify the respective theories, and all three
theories are already well-established and accepted by the
academic community.

some major discrepancies, this is a take-it-at-face-value
approach, with the MAUT and AHP-ANP aspects
essentially serving as sanity checks on each other.
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Table 1 (Cont’d). General Advantages and Disadvantages of MAUT, AHP, ANP, and MAUT-ANP Hybrid Approaches.

Advantage

Disadvantage

Iterative
Approach Hybrid

A truer hybrid approach that links the three theories
together in which emphasis is placed on the
thoroughness and comprehensiveness of MAUT and the
ability of ANP to reveal dependent relationships.

The presence of ANP in the iteration loop can be of
great use because it will inform the MAUT of the
perceived dependencies between alternatives and
attributes, which could then be addressed on successive
iterations.

Lacks the element of independence between the theories,
which makes validation more difficult.

The intent of performing pairwise comparisons in AHP
is to elicit value judgments from decision-makers; it is
conceivable that something may become “lost in
translation” by using MAUT utility scores to inform
AHP pairwise comparisons.

Iterations could be time consuming.

May take a while to become accepted as a useful
MCDM technique.

ANP-Weighting
Hybrid

There is precedent in the literature for using AHP in a
manner similar to what this hybrid approach advocates,
which may help with acceptance in various communities
of practice.

Beginning with ANP, and then using those relationships
to inform weighting factors for a MAUT would be the
most time efficient hybrid approach of the three
discussed in this dissertation.

Using ANP to inform the weighting factors for a MAUT
analysis provides a considerable degree of robustness to
the MAUT.

This hybrid approach is a streamlined approach, and one
that draws out the strengths of each theory.

Lacks the element of independence between the theories,
which makes validation more difficult.

The only mechanism to deal with disagreements
between the outcomes of the MAUT and ANP models is
policy-based (the results of the MAUT analysis are, by
policy, accepted as the outcome of the combinational
hybrid approach).

Even with some precedent established via similar
combinational hybrid approaches, it may still take a
while to become accepted as a useful MCDM technique.
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1.3.2. Gap Analysis: A Clear Need for MCDM in Environmental Management Applications

There are more than a thousand environmentally contaminated sites listed on the
Environmental Protection Agency’s (EPA) National Priorities List (NPL) (EPA, 2017).
Management of these sites requires difficult decisions to be made, which nearly always includes
attributes like: ecological and environmental benefits and sustainability, economic impacts, socio-
political factors, and technological feasibility considerations, efc. In addition, Singer-Vine,
Emshwiller, Parmar, and Scott (2014) reported that there are 201 radioactively contaminated sites
across the United States, 43 of which have been noted to be of significant concern.

In the United States, there are certainly a few dozen case study examples that prove formal
MCDM processes have in fact been implemented in real-life environmental management situations
(and albeit, a few hundred or so more examples of the same worldwide), but this number pales in
comparison to the thousands of major environmental projects taken on every year for which
complicated decisions are made with little to no application of a formal MCDM process.

To an even lesser extent is there any comprehensive and noteworthy mention of a formal
MCDM process applied to decisions that involve radioactive materials, especially radon.
Furthermore, and as a matter of an extensive literary search, the use of MAUT and ANP is not
believed to have ever been formally used to analyze the selection of a geographic location to
represent natural radon background, in air, or otherwise.

Accordingly, a knowledge gap is believed to exist concerning the use of MAUT and ANP
in the field of engineering management, and more especially, in situations that involve
environmental remediation and/or radioactive materials. The problem statement of this
dissertation can thus be defined: this dissertation analyzes how MAUT and ANP can be used, both

individually and combined as integrated approaches, in terms of a case study involving the
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selection of a geographically appropriate location indicative of the relative natural background
value for radon [in air]. Additionally, and stated a bit more broadly, this dissertation seeks to
interpret how the practical application of MAUT and ANP, both individually and combined as
integrated approaches, can assist in making related decisions at environmental sites, especially
those that involve radioactive materials.

1.4. Purpose of the Research

Ananda and Herath (2009), Linkov et al. (2004), and Kim, Park, Lee, and Jung (2007)
pointed to the use of MCDM methods in the area of environmental remediation, but upon closer
inspection, the gap analysis presented above is re-affirmed.

Ananda and Herath (2009) attested to the benefits of various MCDM methods with special
reference to forest management and planning; the majority of their paper focuses on MAUT, Multi-
Attribute Value Analysis (MAVT), the Analytical Hierarchy Process (AHP), and ANP. They also
provide a summary review of a few other MCDMs, including: so-called fuzzy methods,!
outranking methods? (e.g., Compromise Programming (CP), the Preference Ranking Organization
Method (PROMETHEE), the ELminiation Et Choix Traduisant la REalit¢é (ELECTRE) method,

etc.), and conjoint analyses.®> Ananda and Herath (2009) summarized the findings of 27

! Fuzzy Theory was first posited by Lotfi Zadeh in the 1960s, but the theory of fuzzy logic was studied as early as the
1920s (Hajek, 2000). Fuzzy logic and fuzzy theory is an alternative approach to MCDM that is able to account for
uncertainty and imprecision by virtue of assigning gradations of membership functions (Fuzzy, 2014; Zadeh, 1965).
Fuzzy theory can sometimes express decision goals more akin to the way humans think, rather than by ascribing
prescriptive axiomatic values of utility (Shi, Wang, Kou, & Wallenius, 2011; Zadeh, 1965).

2 Outranking methods are focused on the preference of each alternative relative to one another, rather than couching
the preferences in terms of an absolute scale.

3 Conjoint analysis is a choice modeling approach to MCDM that involves the use of individual responses to
hypothetical situations and is common in marketing surveys (Ananda & Herath, 2009). Conjoint analysis decomposes
“a set of factorially [sic] designed attributes (or stimuli) so that the utility of each attribute can be inferred from the
respondent’s overall evaluations” (Ananda & Herath, 2009, p. 2543).
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environmental studies that used AHP, 17 that used MAUT or MAVT, and 19 that used other
methods.

Linkov ef al. (2004) added to the foundation of MCDM models for solving problems at
contaminated sites and provided a summary review of 17 studies that involved the use of MAUT,
five studies that involved the use of AHP, and ten studies that involved the use of some
combination of two or more MCDM models. Furthermore, Kim et al. (2007) provided a discussion
for the use of MCDM at decommissioning sites using MAUT but with a twist: MAUT was the
MCDM model used, but AHP was used to determine the weighting attributes.

While MCDM covers more than a dozen formal techniques (also referred to as models),
each with its own dogma, technique, and school of thought, this dissertation will focus on only
two such techniques, namely: MAUT and ANP. According to Ishizaka and Nemery (2013), both
are categorized as full aggregation methods.*> Noting the gap assessment, and considering the
literature review, the scope of this dissertation becomes more clearly defined; the purpose and
specific objectives® of this dissertation are to:

1. Contribute to the field of engineering management by providing a meaningful and

detailed discussion of how the practical application of MAUT and ANP, both
individually and combined as an integrated approach, can be used to help decision-

makers, especially in terms of the case study.

* Full aggregation refers to an approach for the type of decision problems that generate individual utility functions that
then combine later in the decision-making process to determine a global, or aggregate, score. In this way, a poor
score on one criterion can be compensated by a good score on a different criterion (Ishizaka & Nemery, 2013).

S MAUT, AHP, and ANP are all considered full aggregation approaches to MCDA. MAUT uses utility functions as
inputs, whereas AHP and ANP both use pairwise comparisons as their inputs. All three methods can produce outputs
with complete ranking scores (Ishizaka & Nemery, 2013).

® An extensive literature review suggests these objectives will generate new academic knowledge and will therefore,

as set forth in the requirements of Old Dominion University’s (ODU) Graduate Catalog, embody “independent and
original research” (ODU, 2015, p. 184).
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2. Further contribute to the field of engineering management by examining the benefits
and shortcomings of MAUT and ANP, both individually and combined as an integrated
approach, especially in terms of the case study.

3. Better inform and educate engineering management practitioners and professionals,
especially those who specialize in the areas of environmental remediation and
radioactive materials.

4. Discuss the potential for MAUT and ANP in wider applications of environmental sites
associated with radioactive materials, especially those that involve radon.

5. Analyze the results of the case study problem using the selected MCDM software
programs.

6. Interpret and synthesize the results of the MCDM models.

In addressing the problem statement, a specimen decision problem will be programmed
into two Decision Support Software (DSS) programs, namely: Microsoft Excel (for MAUT and
AHP) and Super Decisions (version 2.8) (for ANP).

1.5. Framing the Problem Statement in Terms of Case Study Applicability
1.5.1. An Underlying Cause: The Desire to Find a Better Way to Make Decisions

The driving force predicating this research is the desire to determine if MAUT and ANP
can be amalgamated in a way that exploits their strengths but minimizes their weaknesses. While
any number of the various MCDM methods available could likely be of significant value to
organizations involved in the management of technical, scientific, and environmentally sensitive
endeavors, in practice, formal MCDM methods unfortunately do not often get discussed, let alone

implemented outside of academia. Of particular concern is, as Linkov, Varghese, Jamil, Seager,
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Kiker, and Bridges (2004) pointed out, “Formal applications of MCDA in management of
contaminated sites are still rare” (p. 46).

Understanding the intricacies of MAUT, AHP, and ANP, and then using that knowledge
to develop a new decision-making approach could conceivably have many different applications
in the field of engineering management. By virtue of a specimen site used as a proxy for the
generalizability of the entire theory, the intent of this dissertation is to examine each of these
MCDM methods, and then show the real-world practicability of the three combinational MCDM
hybrid approaches presented in Figure 4 and Table 1.

1.5.2. Explained: What “A Geographically Appropriate Location Indicative of the Relative

Natural Background Value for Radon” Really Means

At this juncture, the concept of radon background should be fully explained. Accounting
for anthropogenic contributions of radon’” 8 is important for certain regulatory agencies,
companies, and organizations in the nuclear and environmental industries. In order to differentiate
between naturally occurring and anthropogenic levels of radon, it is necessary to establish what
the natural levels are or ought to be (EPA 1989, 2002; Nuclear Regulatory Commission [NRC],
2011). The value attributable to the natural level of radon is called background, and this would,
for all intents and purposes, be considered a baseline condition. Human activities can also

introduce radon into the natural environment, so it becomes helpful-—and is usually required for

7 While several isotopes of radon exist, Radon-222 (*?2Rn) is the isotope of greatest concern. 2?*Rn has a half-life of
3.82 days and is a constituent in the Uranium-238 (***U) decay series. The RDPs discussed in this research are all
members of the 38U decay series; other isotopes of radon have much shorter half-lives, as well as different decay
products. Differentiation of the radon isotopes is not necessary for the MCDA purposes of this dissertation.

8 Radon is a naturally occurring radioactive element found ubiquitously on earth. Radon has several isotopes, each
with different half-lives. Due to the nuclear transformations that take place when radon decays, and because radon
exists as a gas at Standard Atmospheric Temperature and Pressure (STP), exposure to radon can increase the likelihood
of deleterious biological effects (e.g., cancer) (Radon, 2009, 2014).
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purposes of regulatory compliance—to account for the incremental amount of radon contributions
due human activities.

It should be noted, however, that radon is not an artificial element; it occurs naturally.
When the phrase anthropogenic is used to describe the presence of radon or radon contributions
to the environment, it is not intended to mean human activities created radon; rather, it means that
human activities caused radon to be released into the environment, which would otherwise only
have been released by natural phenomena.

The answer to the problem statement would be very easy in an ideal, perfect, and totally
hypothetical scenario, in which a raw and undeveloped swath of land is identified as the future
home for a facility that will introduce anthropogenic radon into the environment. In such a
hypothetical scenario, in order to determine a geographic location that would represent the relative
natural background value for radon in air, the following information would need to be considered
at a minimum:

e The underlying geology would have to be consistent,” in general for the whole area,
and especially with respect to the geology underlying the hypothetically proposed
facility with respect to the location chosen to represent background.

e To validate the hydrogeology, a significant number of radon samples would need to be

collected.!?

° It would not be reasonable to assume all geologic and lithologic samples would be identical, rather consistency
should infer that the same geologic formation underlies the areas of interest, at least with respect to the uppermost
strata.

10 Noting of course that the objective is to find a location and not to determine a value, the only reason why radon
measurements would need to be collected, would be to help identify localized anomalies that may bias the decision
(e.g., localized “hotspots” caused by hydrogeological conditions not consistent with the general area of study). Radon
measurements would have to be taken multiple times per season, multiple times per year and in a manner consistent
with prescribed regulatory guidance.
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e Relative elevation. In viewing this hypothetical, raw and undeveloped swath of land,
the ideal location to represent the relative natural background value for radon in air
would have to exist at the median elevation.

e Some sort of deed restriction or restrictive covenant would have to be proclaimed that
would prohibit siting the future facility within some pre-determined distance of the
location chosen to represent background.

Of particular note, in this hypothetical situation whereby there are no other existing
anthropogenic activities releasing radon into the environment, windward exposure would really
have little if anything to do with finding an appropriate geographic location to represent the relative
natural background value for radon; in this hypothetical situation prior to operating this facility,
any and all radon present would be considered naturally occurring, and therefore wind rose
parameters would be largely irrelevant. For this hypothetical situation, the only foreseeable need
to collect and include wind rose parameters into the decision problem would be to determine the
minimum proximity at which the future facility could be located to the point chosen to represent
background.

Of course, the specimen discussed in this dissertation, and many sites like it, do not fit the
description of a site whereby a background location was identified prior to the commencement of
activities that introduced anthropogenic radon. This complicates the decision problem.

Guidance for selecting a background value for radon in air is usually determined by finding
a geographic location indicative of an area where the human activity of concern has not or could
not have reasonably influenced the naturally occurring levels of radon (EPA 1989, 2002; NRC,
2011). However, finding a geographic location that can represent the true, natural value for radon

background is not as easy it is seems because radon levels are affected by just about everything
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(e.g., geology, topography, temperature, pressure, seasonal variations, diurnal variations,
humidity, submarine groundwater discharge (SGD), soil moisture content, efc.).

Uranium in rocks and soil is the underlying source of radon, and varying quantities of
uranium are found in nearly every geological formation around the planet (Radon, 2014). Once a
radon atom is created (via the radioactive decay of radium) in the solid grains of the host material,
it can emanate to pore spaces within the local hydrogeology. These pore spaces, being filled with
other gases and/or solutions, provide migration pathways for the newly formed radon atoms to
traverse sometimes significant distances from their respective generation sites. Once radon makes
its way to the surface, it is exhaled into the atmosphere; diffusion!! of radon into the surrounding
air then occurs (Hassan, Hosoda, Ishikawa, Sorimachi, Sahoo, Tokonami, & Fukushi, 2009).

Radon is a heavy gas, so once it escapes its geological origins and becomes airborne, it

)12 13 are also a factor to

tends to move (or sink) to low lying areas. Radon Decay Products (RDPs
be considered. For these reasons, throughout this dissertation, the phrase relative natural
background value for radon is used, with emphasis on the word relative, as there really is no true
natural background value that can ever be ascribed for radon.

To offer a convenient reference, and since it is at the heart of the case study and the

circumstances surrounding the specimen site discussed in Chapters CHAPTER 3 through

CHAPTER 5 of this dissertation, the factors that can affect measured radon values are summarized

! Diffusion is the natural movement of molecules or atoms from an area of high concentration to an area of low
concentration.

12 Since all isotopes of radon quickly decay, the real health risks associated with radon actually come from RDPs
(a.k.a., radon daughters or radon progeny). RDPs present health hazards because they are radioactive, solid substances
that tend to attach to molecules suspended in the air (e.g., water vapor, dust, etc.). RDPs include the short-lived
isotopes: polonium-218, lead-214, bismuth-214, and polonium-214, and the long-lived isotopes: lead-210, bismuth-
210, and polonium-210 (Radon, 2009, 2014; Connell, 2010).

13 Current regulatory guidance in the United States compels licensees to include RDPs when calculating radon
background (NRC, 2011, 2014).
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in Table 2 below. In summary, however, the naturally occurring amount of radon in any given

geographic location will always be a function of these phenomena.

Table 2. The Effect of Natural Phenomena on Radon.

Phenomenon

Effect

Barometric
Pressure

Falling or lowering barometric pressure naturally tends to draw gases out of the
ground, which would therefore increase the radon concentrations near the surface of
the ground. Increasing barometric pressure has the opposite effect; that is to say,
rising pressure would naturally tend to force [heavy] gases like radon back into the
ground (Lindmark and Rosen, 1985). This concept is consistent with fluid flow
mechanics (i.e., the effect of pressure on radon gas can be accurately approximated in
accordance with Bernoulli’s Theorem, Darcy’s Law, and Fick’s Law to account for the
effect of dynamic pressure, fluid flow through porous media, and gaseous diffusion,
respectively).

Diurnal Changes
(i.e., differences
between day and
night)

Chambers (2008), Lindmark and Rosen (1985), and Hoffman (1995), among others,
all discuss the variations observed in radon concentrations between daytime and
nighttime. Radon concentrations tend to be greatest at night and smallest during the
peak of the day.

Elevation and
Topography

Radon is the heaviest gas on the periodic table of the elements (Radon, 2014). Itis
eight times heavier than air, and as such, follows the same path that natural waterways
do. As air is a fluid, radon naturally sinks to the bottom and flows to the lowest lying
point in a geographic formation (e.g., a valley floor, dry creek or lake bed, efc.); this is
also the reason radon is found in basements. In the absence of fluid movement (e.g,
wind, ventilation, natural convection, efc.), radon will accumulate in low-lying areas.
Thus, radon would tend to be found in lower concentrations at higher elevations,
provided there is a topographic path for flow (to allow radon to escape); conversely, it
would be found in higher concentrations at lower elevations.

Geology

Geology is the underlying cause for the presence of radon, as radon comes from the
decay of radium, and ultimately, from uranium (Radon, 2014). Concentrations of
radon are greatest in geographic areas where the underlying geologic formations
contain uranium mineral deposits (Radon, 2014). Thus, geology greatly influences the
amount of radon in any particular area.

Humidity and
Precipitation

As with soil moisture, higher humidity tends to suppress radon. In general, radon
tends to have low solubility; however, radon tends to be more soluble in water as
temperature decreases. After precipitation events, radon levels tend to decrease. This
is due to water saturating the soil, which dissolves radon, and simultaneously removes
it from the interstitial spaces of the soil. That is to say, radon that was trapped
between grains of soil gets displaced and entrained in the water (Hoffman, 1995). As
this serves to mobilize radon, it is obviously undesirable. However, regardless of
whether the radon is trapped in soil or trapped in water, the immediate effect
suppresses gaseous diffusion, and therefore, keeps it out of the air.
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Table 2 (Cont’d). The Effect of Natural Phenomena on Radon.

Phenomenon

Effect

Nuclear
Transformations

The half-life'* and mode of nuclear decay play roles, albeit small ones, on radon
measurements. Half-lives of any radionuclides are probabilistic, not certain; in
addition, the actual risk to human and environmental receptors from radon can only
occur if a radon nucleus undergoes a nuclear transformation while in contact with
living tissue (for all modes of decay but especially for a-decay), and realistically only
when in close proximity to living tissue for B and y emission. Sophisticated
measurement techniques and instruments aside, the ability to measure radon in the
field generally relies on radon actually undergoing a nuclear transformation during
measurement to detect its presence.

Seasonal
Variations

As noted by several research papers, Chambers (2008), Schumann, Owen, and Asher-
Bolinder (1988), RTI and Arcadis (2012), and Hoffman (1995), just to name a few,
radon concentrations tend to increase during the winter months and decrease during
the summer months. These trends have been observed year in and year out during
various multi-year studies.

Soil Type

In general, larger-grained soil allows radon to escape to the surface of the ground more
easily than finer soils. Radon moves through soil via convection and diffusion
(Schumann, Owen, and Asher-Bolinder, 1988).

Soil Moisture

In general, lower moisture content will allow more radon to escape. According to
Schumann, Owen, and Asher-Bolinder (1988), radon emanation from soil is greatest
between 15 and 20 percent moisture content by weight. Higher moisture content in
the soil tends to trap radon atoms in the pore space between soil grains.

Higher temperatures cause gases to rise and expand within a system, whereas lower

Temperature .
P temperatures cause gases to sink and contract.
Movement of air is arguably the biggest factor that affects radon levels in any given
area (noting that if it were not for the presence of uranium minerals in the rocks and
Wind Rose soil then radon would not be present in the first place). Wind causes radon to disperse.

Parameters and
Ventilation (i.e.,
fluid movement)

When radon is detected in homes, the usual remedy is to install a ventilation system to
circulate fresh, clean air into the impacted spaces thereby evacuating the radon. The
concept is no different in the natural environment: periods of calm allow radon to
accumulate, whereas windy conditions displace radon thereby lowering the
concentration.

Diurnal Changes
(i.e., differences
between day and
night)

Chambers (2008), Lindmark and Rosen (1985), and Hoffman (1995), among others,
all discuss the variations observed in radon concentrations between daytime and
nighttime. Radon concentrations tend to be greatest at night and smallest during the
peak of the day.

20

14 For reference, the term half-life (¢ or sometimes, ) refers to the amount of time it takes for half of any given
quantity of a substance to radioactively decay into a different substance. For instance, in the case of ?**Rn, A = 3.82
days, which means that in roughly 3.82 days, half the amount of any given quantity of radon will have radioactively
decayed and will no longer be ??Rn. (For the curious reader, it decays into polonium-218 (2'¥Po), which is also
radioactive. The decay chain continues until, after having transformed into several isotopes along the way, polonium-
210.(*'%Po) o decays.into lead-206 (?%°Pb), which is stable and does not decay further.) (HPS, 2009).
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In addition to the physical and nuclear phenomena that can affect radon in the natural
environment, there are a myriad of other considerations, not the least of which involve conflicting
political motivations, public concerns, economic factors, and technical practicability issues.
Current regulatory guidance establishes a limit for exceedances from licensed facilities but only in
terms of a set increment. The only two values that can be known with any degree of certainty are
zero and the measured amount of radon itself. Thus, in order to determine the human-caused
contributions to the environment, it becomes necessary to solve for the variable in the equation,
which is background.

The applicable regulations'® prescribe thresholds as an incremental value (i.e., a defined,
discrete interval greater than the established background, anything above which a Potentially
Responsible Party (PRP) could be forced to take remedial and/or corrective actions).!® As
illustrated in Figure 5, the regulatory limit remains constant in all three scenarios. Nothing can be
done to change the zero threshold, and aside from instrumentation issues, the actual amount of
radon measured is generally honored at face value. (The increment defined as the regulatory limit
is fairly rigid too, though arguably could be changed via legislative action.) What changes in each
situation is the value ascribed to natural background. For most situations, the PRP in question will
bear the responsibility for the difference between the measured amount of radon and background.
In practice, due to the factors and considerations discussed earlier, establishing a radon background

value is not as easy as it may seem, and can sometimes be a controversial process.!’

15 As of the date of this dissertation, only interim guidance is available.

16 Current regulations dictate that members of the public cannot be exposed to more than 100 millirem (mrem) per
year from licensed facilities; it is noted that the limit is 100 mrem above background.

17 The process can be controversial due to the conflicting, and often politicized, interests between: (1) licensees, who
bear the financial burden for abatement and/or remedial systems if the measured levels of radon exceed the allowable
limit, (2) non-government organizations and environmental activist groups, and (3), regulatory agencies who are held
accountable for establishing and enforcing the limits.

www.manaraa.com



22

& Regulatory limit (i.e.,
Actual Radon l maximum permissible

Measurement ~ 2" M T 2 S - - increment above
background); any
Background 1 - =< -3 amgunt gregter than
which requires an
Background2 ------------S=-- .
actionable response

Background3 =------==---————————-~-- &4 ﬁ F Radon attributable to

anthropogenic

B2 activities

Zero

Figure 5. How Radon Background Is Affected by Incremental Regulatory Limits.

1.5.3. Applicability of the Problem Statement to Case Studies Involving Radon

Noting the factors that affect radon measurements, and the often controversial nature of
selecting a geographically appropriate location to represent the relative natural background value
for radon, additional clarification is warranted to describe the situations in which an MCDM
process can be used. There are three basic categories that can describe these situations:

1. Greenfield sites;

2. Disturbed sites with no history of licensed activity'® in the vicinity; and

3. Disturbed sites that do have a history of licensed activity in the vicinity.

A greenfield site is a location that has never been disturbed in modern history by human
activity. Greenfield sites are the least controversial category to deal with due to the lack of PRPs.
The only challenge in finding a location to use as a background monitoring station for radon is
ensuring that that location is truly representative of the area, and not being unduly influenced by

nearby sources. (It should be noted also, that the EPA-recommended limit for indoor radon is 4.0

18 Licensed activity refers to any site, operation, or facility whose activities were licensed by a government regulatory
body to possess, process, produce, handle, generate, transfer, and/or dispose of radioactive materials.
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pCi/L (EPA, 2013),' and it is not uncommon for radon levels in the natural environment to exceed
this amount, especially in mineralized areas.??)

The second category involves establishing a geographically appropriate location indicative
of the relative natural background value for radon at a disturbed site. This category tends to be
more controversial than the first because there are more unknown factors to address, many of
which will never be solved. For a disturbed site, the area in question would have known
improvements and changes to the real property (e.g., an old factory that was torn down, a new
university research wing built where an old one once stood but has since been demolished, a
repurposed warehouse that has been turned into a gym, efc.), but this category specifically excludes
any disturbances from sites where a licensed facility would have caused radon or RDPs to be
introduced into the environment.

Even though this category refers to sites where previous disturbances did not involve
licensed activities, there is more concern about anthropogenic contributions of radon and RDPs to
the environment because whenever earthen material is excavated, tilled, or even moved to build
houses and buildings, or to trench in utility lines, or any other similar such activity, it is possible
that radon radium, thorium, and/or uranium will be exposed and brought to the surface. In fact,
even small amounts of radium can cause dramatic increases in radon concentrations (Connell,
2010). Additionally, if any nearby homes or buildings have radon abatement systems already

installed, the exhausts from those systems could also bias efforts to determine what the natural

19 It is estimated that more than 70,000 schools, homes, and places of work across the United States exceed EPA’s
recommended safe limit for indoor radon (EPA, 2013). Research has shown that there may be a direct relationship
between indoor levels of radon and the concentration of radon in soil (Shirav and Vulkan, 1997), as well as in
groundwater (Radon, 2009).

20 A mineralized area is an area where natural resources are concentrated in the underlying geologic and hydrogeologic

formations; for the purpose of this research, minerals containing radioactive sources, like: uranium, thorium,
protactinium, and radium are of significant concern.
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relative radon background value should be (Connell, 2010). In order to better illustrate this last
point, Figure 6 below pictorially explains how radon can get into dwellings and other structures.
Disturbing the ground and/or the abating radon from other structures essentially moves radon from

its natural place to a new place.

How invisible radon gas can enter a house

Soil is generally believed to be the largest contributor
of indoor radon in typical detached houses.

HOW RADON GETS IN

« The major cause of radon entering a building is the
small difference between inside and outside air
pressure.

« It works the same way a fire draws airupa
chimney. A heated house draws cool air from the
basement or ground floor, where the pressure is low,
and sends it to the upper floors where the pressure is
higher.

WHERE IT COMES FROM

+» Radon isan odorless, colorless

radioactive gas that is made by the

natural decay of radium and uranium

found in rocks and soil.

+ Radon breaks down into harmful elements that
attach to dust particles and can enter the lungs.
There the elements decay in minutes, releasing
alpharadiation. This radiation can cause cell
damage, possibly leading to cancer.

Sources: Environmental Protection Agency, McClatchy Tribune

Figure 6. Exposure Pathways for Radon and RDPs.?!

As with essentially every construction project, it would be highly unusual if pre-
construction soil samples actually were collected and analyzed for radon, RDPs, or even radon

parent isotopes before construction activities commenced. Post-disturbance, and for want of a pre-

2! [llustration by Mr. Raymond Grumney at the Minneapolis Star Tribune, © 2010. Graphic used with permission.
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anthropogenic baseline, it is causally impossible to determine how much influence such
disturbances would have on subsequent radon measurements.??

The last scenario involves another type of disturbed site: a site at which a nuclear facility
exists for which a pre-anthropogenic value for radon was not established. Any one of a number
of old uranium milling or processing facilities, primarily in the western United States would fall
into this category. If not properly capped, tailings*® impoundments (a.k.a., tailings piles)
containing radium, thorium, and uranium byproduct material?* can emit significant amounts of
radon. Nearly all the legacy mill sites, processing facilities, and other sites that handled or milled
uranium before 19782° did so without any context of a baseline value for radon. Sites that fall into
this category represent the most challenging scenario. The difficulty is largely due to the following
factors:

1. Since no baseline values exist at these sites, confounding variables preclude anyone

from ever ascribing a value for radon background with certainty;

2. Innearly every case, communities have developed over the course of time, and/or other
disturbances to the land have occurred in close proximity to these legacy sites, which
inevitably adds a significant degree of socio-political involvement to the decision-
making process; and

3. These sites are almost always located in mineralized areas.

22 The phrase vapor intrusion is now used to describe how harmful gases, including radon, find pathways into
dwellings and other structures.

2 In mining processes, tailings refers to the residual byproduct material that remains after the desired minerals or
metals are extracted from their respective host ores.

24 Uranium byproduct material is heavily regulated in the United States.

25 The Uranium Mill Tailings Radiation Control Act (UMTRCA) of 1978 prescribed sweeping environmental
standards for the uranium recovery industry.
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In essence, this final scenario basically has all the complexities of the greenfield and
disturbed site scenarios but is compounded by the fact that these sites represent the largest source
of anthropogenic contributions of radon to the environment. There are several such sites strewn
across the globe.

1.5.4. Location v. Static Value

In summary, whether it is a greenfield site or a disturbed site or an old uranium tailings
impoundment, determining the relative natural background value for radon can be challenging.
Framing the problem statement in terms of the applicability to the case study begs a question: Is
the objective to pinpoint and flag a particular geographic location or a value? The answer: It
depends on what question is being asked.

As mentioned above, many natural phenomena affect radon. For any given location, the
measured value for radon will vary from one day to another, from one week to another, from winter
to summer, from day to night, etc. For most situations, it would not be fair to licensees to establish
a static background value to be used for all future comparisons [to measurements taken at the
licensed facility]. Rather, due to the many things that affect radon, it is more appropriate to
establish a location, such that whenever future measurements are taken at the licensed facility, so
too are new measurements taken at the background location for comparison.

Arguably, solving for a background value instead of a background location would still rely
on nearly all the same attributes, even if the nature of the alternatives is different. That said,
framing the question in terms of finding a background value would seem to either be a one-time
event, or an event that would need to be executed every time compliance measurements are
collected; whereas framing the question in terms of finding a background location provides a

baseline reference value, for a baseline that is understood to always be in flux. As evidenced in
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the three scenarios above, determining a location rather than a value, frames a problem statement
with many common attributes. For this particular case study, these attributes will be discussed in
more detail in Chapters CHAPTER 3 and CHAPTER 4 but generally include:

1. The aforementioned natural phenomena that affect radon (see Table 2);

2. Perceived social stewardship / political value; and

3. Cost.

1.5.5. Applicability of the Problem Statement to Case Studies Involving Other Decisions in

Engineering Management

Objectification of the notion of “determining a geographically appropriate location
indicative of the relative natural background value for radon” as a case study of a MCDM problem
requires a predication of a more interesting and comprehensive look at MCDM techniques.
Clearly, the objective of this dissertation is not to provide a be-all end-all MCDM/MCDA
philosophy for all matters pertaining to engineering management decision problems; the deeper
revelation of this dissertation is that classical academic theories for MCDM in real-life applications
can be extraordinarily difficult, time consuming, and tedious, not to mention extremely subjective.
Hence, the underlying impetus of trying to find a better way to make decisions.

In a broader and more generalized sense, the case study explored in this dissertation could
just as well have been an in-depth look at any number of other real-life engineering management
decisions. For instance, a decision must be made pertaining to the selection of the best strain of
soybean and where to plant it. The assortment of possible locations would represent the decision
alternatives, and the many attributes could be defined by any number of pertinent parameters,
including: soil chemistry characteristics, average days of sunshine, UV intensity, wind rose

parameters, cost of pesticides and fertilizers (or even whether or not to use them), temperature,
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precipitation, equipment required, land use optimization factors, employment factors, and the ever-

important political factors, etc.

Or perhaps the MAUT-ANP approach discussed in this dissertation could have explored
practical applicability in terms of a defense contractor’s decision as to whether it would be
worthwhile to compete for a new super-cooled rail gun contract with the military. As will be
explained in
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CHAPTER 2, several qualities of ANP would be well suited for this type of decision, because
ANP is adept at explaining the relationships between decision attributes and alternatives.
CHAPTER 3 of this dissertation explores the relevant details about the attributes of the specimen
case study site that involves radon; for a true-to-form, real-life technical, scientific, and/or
engineering-related decision problem, significantly more detail would be required to provide a
comprehensive MCDA. For instance, in order for a defense contractor to decide whether or not to
bid on a new weapons research and development project, several underlying attributes would need
to be evaluated, such as: a comparison of the chemical and physical properties of various polymers,
electricity consumption and coolant requirements of various cryogenic refrigeration systems,
properties and expense of superconductor materials, reliability of various technologies, the mode
and type of deployment platform (mobile, stationary, land-based, submarine, airborne, orbital-
satellite based, efc.), the costs associated with building a new production facility, as well as the
type, size, and cost of production equipment, estimated manufacturing costs, the costs and risks
associated with maintaining secrecy and containing/controlling transfer of information,
environmental concerns, and of course, political concerns, just to name a few.

Perhaps still, the specimen for the case study of this MAUT-ANP approach could have
focused on exploring an engineering consulting company’s decision to expand and grow its
business practice into a new market sector. At a minimum, such a decision would need to account
for: market competition (e.g., how many other companies are providing the same services, an
estimate of those companies’ respective reputations, the quality of their respective relationships
with their clients, and an estimate of the likelihood that those clients would stop doing business
with competitors and start doing business with a new consulting company); availability, suitability,

proximity, quality, and cost of office space; time and cost to acquire the proper business licenses
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and insurance; availability and proximity of suitable talent; an estimate of the amount of incentive
pay it will take to acquire new talent; the availability and costs associated with training and
indoctrinating new talent; an estimation of the desirability of the intended company’s [new] service
offerings in the locations being considered, and the perceived forward outlook for those service
offerings within the specific locales being considered, regionally, and within the industry as a
whole; how many existing relationships with clients exist in the market sector of interest and the
quality of those relationships; the perceived affinity for the company to draw in new clientele once
the new growth plans are implemented; and the estimated amount of time it would take to attract
a sufficient number of clients to break even on the initial investment, just to name a few.

From defense contracts to develop new and futuristic weapons, to agricultural sciences, to
business growth and development, and even beyond to things like: infrastructure development
(e.g., roads, rail, bridges, and tunnels, etc.), medical research, environmental engineering, genetic
engineering, and robotics—especially artificial consciousness—the applicability of implementing
the MAUT-ANP approach discussed in this dissertation has the potential to go far beyond a
decades-old specimen case study involving radon background locations.

It is human nature to simplify problems, to boil them down into core elements and make
decisions based on derivatives. As with just about everything in life, there is no easy answer. In
some cases this approach might make perfect sense. In many cases, however, especially those that
involve complicated engineering management decisions, a thorough and comprehensive approach
might be the best way to proceed.

The criteria, alternatives, and attributes of any decision problem are dependent on the
question asked (i.e., the problem statement); decision problems involving the selection of a

location for something are common in MCDM problems. While the point of this dissertation is
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focused on comparisons between MAUT and ANP in terms of the problem statement—the
practical aspects are highly generalizable to other applications in the field of engineering
management.

1.6. Null Hypotheses

There is a plethora of research available pertaining to RDM, MCDM, the various MCDM
techniques, etc., and there is equally an abundance of research on radon, radiation exposure, and
nuclear physics—all are subjects that have been studied, arguably for more than a hundred years.
Furthermore, there is no shortage of regulatory guidance governing nearly every aspect of the
nuclear industry and various environmental parameters. However, there does not appear to be any
comprehensive work that discusses the strengths v. weaknesses, advantages v. disadvantages, and
similarities v. differences of MAUT and ANP in the context of a formal RDM or MCDM process
for selecting a geographically appropriate location to represent the relative natural background
value for radon (in air).

The value that MAUT and ANP can have in the selection of a geographically appropriate
location to account for the relative natural background value for radon is used as a case study, and
is one of the focal points for this dissertation. Noting the problem statement, gap analysis
assessment, purpose, and specific objectives of this dissertation, the null hypotheses are thus given
as follows:

1. Microsoft Excel, as a DSS model, cannot approximate the necessary parameters needed

to select a geographically appropriate location for the relative natural background value

for radon in air.
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SuperDecisions, as a DSS model, cannot approximate the necessary parameters needed
to select a geographically appropriate location for the relative natural background value
for radon in air.

There will be no significant difference between the DSS-modeled results of a
standalone MAUT analysis and a standalone AHP analysis when applied to the
problem statement.

There will be no significant difference between the DSS-modeled results of a
standalone MAUT analysis and the Iterative Hybrid analysis when applied to the
problem statement.

There will be no significant difference between the DSS-modeled results of a
standalone MAUT analysis and the ANP-Weighting Hybrid analysis when applied to
the problem statement.

There will be no significant difference between the DSS-modeled results of a
standalone AHP analysis and the Iterative Approach hybrid analysis when applied to
the problem statement.

There will be no significant difference between the DSS-modeled results of a
standalone AHP analysis and the ANP-Weighting Approach hybrid analysis when
applied to the problem statement.

. MAUT cannot approximate the necessary parameters needed to select a geographically
appropriate location for the relative natural background value for radon in air.

. AHP cannot approximate the necessary parameters needed to select a geographically

appropriate location for the relative natural background value for radon in air.
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10. ANP cannot approximate the necessary parameters needed to select a geographically
appropriate location for the relative natural background value for radon in air.

11. In terms of the problem statement, a comparison between the MAUT model’s global
utility scores and the global priority outcomes of the ANP model will be impossible.

12. The Validation Approach as presented in this dissertation cannot approximate the
necessary parameters needed to select a geographically appropriate location for the
relative natural background value for radon in air.

13. The Iterative Approach as presented in this dissertation cannot approximate the
necessary parameters needed to select a geographically appropriate location for the
relative natural background value for radon in air.

14. The ANP-Weighting Approach as presented in this dissertation cannot approximate the
necessary parameters needed to select a geographically appropriate location for the
relative natural background value for radon in air.

1.7. Limitations and Key Assumptions of the Research
1.7.1. Limitations of the Research

The famous German-born rocket scientist Wernher von Braun once said, “Research is what
I’m doing when I don’t know what I’'m doing” (World of Quotes, 2013, n.p.). Noting the problem
statement, gap analysis, stated objectives, and null hypotheses, there are a number of items that
require clarification so as to properly circumscribe the scope of this dissertation. These /imitations
are discussed next.

With respect to the null hypotheses: A simple model was created using Microsoft Excel to

act as a DSS for addressing the problem statement. It is not the intent of this dissertation to evaluate

the veracity of this dissertation’s DSS model compared to others. While there are a number of
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software programs available, it is beyond the scope of this dissertation to offer any more
justification for the selection of this platform other than Microsoft Excel is readily available and
relatively straightforward to use from [this] researcher’s perspective.

MCDM is a formal, quantitative process that embodies a combination of philosophy,
theory, methods, and procedures to enable decision-makers to make better decisions. More
specifically, MCDM models will not force decision-makers to make the right choice, nor will
MCDM models even reveal what the right answer to a problem is. When it comes to RDM, there
is no right or wrong answer. MAUT and ANP merely pick apart a problem, evaluate the various
attributes of that problem, and then provide insight and guidance on the value that each of those
attributes has for each of the alternatives.?® From that, an overall understanding of the utility of
each alternative can be achieved, which can then provide decision-makers with some quantifiable
assessment of the choice to be made.

In noting the above, a further limitation to the research is that no surveys or other such
information gathering techniques were used to generate the utility functions or the preference
values used for the decision attributes in the decision models for this research.

In sum, with respect to the problem statement, the limitation is that the research will only
show how the models were programmed, what the inputs were, what values were used for the
preferences, an explanation for the rationale used to develop those preferences, and a discussion

of the outcome. While everything else is essentially beyond the scope, there is still plenty of room

26 When discussing MAUT, AHP, and/or ANP, an attribute is a feature or quality of an alternative. An alternative is
one of the choices available to a decision-maker. For example, when trying to determine which car to buy, the
alternatives could be: (1) a pick-up, (2) a min-van, or (3) a sport utility vehicle; the attributes of each alternative
would be things like: occupancy capacity, fuel economy, price, color, engine size, transmission type, etc. Incidentally,
while criteria and attribute can often be used interchangeably, there is a subtle difference: A criterion is used as a
sorting schema. For instance, to say, “The car is red,” is a way to describe an attribute of the car; to say, “The cars
have been categorized by color,” establishes a criterion. Thus, criteria are the means used to make a comparison
between alternatives, whereas attributes are merely descriptive characteristics of alternatives. (See Table 3 for
additional clarification.)
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to generate new knowledge, with some further comfort being drawn from Goodwin and Wright
(2014), who said:

We should not expect decision analysis to produce an optimal solution to a problem, the

results of an analysis can be regarded as being “conditionally prescriptive.” By this we

mean that the analysis will show the decision-maker what he or she should do, given the

judgments which have been elicited from him or her during the course of the analysis. (p.

4)

With respect to the null hypotheses, and similarly, to the stated objective of discussing
wider applications of MAUT and ANP at sites that deal with radon and other radioactive materials:
It is not the intent of this dissertation to examine multiple sites, nor is such a discussion found
herein; it is beyond the scope of this dissertation to provide a comparison of similar sites, or to
even evaluate what criteria would constitute a similar site. The primary focus of this dissertation
is on the comparison of MAUT, AHP, ANP, and the aforementioned combinational MCDM hybrid
approaches.

The process of selecting a geographic appropriate location indicative of the relative natural
background for radon is merely the case study to which the dissertation topic has been applied.
MAUT, AHP, and ANP are the specific models that have been chosen to address the decision
problem, and a brief discussion regarding the suitability of these models to address the problem
statement is given in
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CHAPTER 2 (see Table 4).

While references pertaining to the wider applications of MAUT and ANP are given
throughout this work, the purpose of including such references in this dissertation is merely to
offer a generalization of the results of #his research. In this way, the results from this dissertation
can be synthesized so as to speculate on the implications that a similar MCDM process might have
at other sites with similar issues, and in the field of engineering management in general.

Even though a simple discussion is presented in
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CHAPTER 2, it is not the intent of this dissertation to compare the various MCDM models
to one another or to provide an in-depth rationale for suitability of these other MCDM models to
address the problem statement. As with the selection of Microsoft Excel and Super Decisions to
run the models, there could understandably be other MCDM models suitable for addressing the
problem statement; this dissertation focuses only on MAUT, AHP, and ANP. Asnoted by Ishizaka
and Nemery (2013), “None of the methods are perfect, nor can they be applied to all problems”
(p- 6).

Furthermore, there are numerous studies that have already gone to great lengths to explore
the complicated mathematical details of MAUT, AHP, and ANP, along with several other MCDM
models. As such, it is not the intent of this dissertation to provide an in-depth analysis or discussion
on the fundamental mathematics that underpin MAUT, AHP, or ANP.

It is also not the intent of this dissertation to provide a primer for the reader on the technical
aspects of nuclear physics, radioactive decay, or radon fate and transport characteristics, etc.
Certainly a solid understanding of such things, along with linear equations, matrix algebra, design
of experiments, and radon would be helpful, but this dissertation is focused on MAUT, AHP, and
ANP in terms of MCDM models (i.e., as decision-making tools). To make an analogy, while it
may prove helpful in certain roadside situations, one need not know every intricate technical
specification of every component under the hood of a car to be able to drive one.

1.7.2. Major Assumptions of the Research

Many assumptions are footnoted throughout this work where appropriate. In addition, to
such specific assumptions, the following foundational assumptions are given as follows:

1. With respect to the problem statement, it is assumed to be impossible to define the

alternatives for each model with absolute certainty.
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2. It is assumed that a MAUT analysis cannot accurately address the problem statement
if dependent criteria are used as inputs to the model (hence the desire to find a suitable
ANP-MAUT hybrid).

3. Microsoft Excel and Super Decisions (version 2.8) are assumed to be suitable DSS
programs and adequate for the needs of this dissertation.

4. Conceivably, there may be several ways that MAUT and ANP can help decision-
makers select a geographically appropriate location for the relative natural background
value for radon; MAUT and ANP analyses have many components, and at any step
along the way, the preferences and values used as inputs to those models can vary from
one decision-maker to the next. An assumption is made that underlies this research
concerning the concept of utility: The assumption is that MAUT and ANP, while both
prescriptive decision theories grounded in utilitarian philosophy,?” nevertheless have
some intrinsic degree of subjectivity. This assumption is supported by a close
examination of the St. Petersburg Paradox, 2® which is widely regarded as the origin of
Utility Theory (UT). This underlying assumption persists, even noting the definition
of Expected Utility Theory (EUT) given by Von Neumann and Morgenstern (1944).2°

Thus, it is assumed that the utility of individual attributes and alternatives will vary,

%7 Utilitarian philosophy is defined as the view or belief or way of thinking that espouses the morally right action is
the action that will produce the most good (Driver, 2014).

28 The notion of utility was essentially incepted by Daniel Bernoulli’s famous St. Petersburg Paradox. After going
through the thought experiment, Bernoulli (and his pen pal Gabriel Cramer) concluded that different people will
inevitably view a particular phenomenon differently (however slight that difference may be), and therefore, will each
hold different degrees of desire for said phenomenon (Martin, 2014).

2 In Theory of Games and Economic Behavior, Von Neumann and Morgenstern (1944) posited that probabilities are
described as objective elements of nature that cannot be influenced by the agent of a decision (i.e., a decision-maker.
While this certainly cannot be argued, the assumption of this dissertation is not that the probabilities are subjective
but that the perceptions of a decision-maker are; probabilities, and math in general, will unerringly be objective, but
at the heart of any decision problem (and at the heart of all dissertations), it is not the math that changes, it is how the
problem is stated that will dictate what the math means.
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however slightly, as a function of the decision-maker’s personal perceptions. The
assumption extends to the value ascribed to weighting factors as well. This is true,
regardless of whether it is a lone decision-maker, or a consortium of decision-makers.
The key takeaway from this is that no matter what model is used, the following aspects
require at least one human mind:

a. Defining the manner in which the decision problem will be broken up;

b. Defining the inputs used in the model(s);

c. Assigning preferences / values of utility to each element of the problem; and

d. Assigning values to each of the weighting factors used (if weighting factors are

used in the model).

The comparison of two or more MCDM models can be done irrespective of how the
input parameters were generated provided that the inputs used for both MCDM models
are more or less the same. In other words, the focus of this research is not on the
manner in which preferences, utility scores, weighting factors, or the like were elicited
or selected for each model, rather, the focus of this dissertation is on the comparison of
the outcomes of the models, with the assumption that they have been programmed with
the same (or similar) inputs and forethought.
The author of this dissertation assumes, as Jacquet-Lagreze and Siskos (1981) did, that
the axiomatic bases that underlie MAUT are sound, and the existence of an additive
model is also assumed.
This dissertation holds that decision making is a problem solving activity that involves

ambiguities (i.e., uncertainty) and alternatives (i.e., options), and different MCDM
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models in the hands of different decision-makers can lead to dramatically different
results (Decision Making, 2015).
1.8. Contributions to Field of Engineering Management

ODU defines engineering management as the field concerned with the application of
engineering disciplines to business practices; it requires the necessary skills, knowledge, abilities,
and attitudes to manage and design technology-based, project driven enterprises while exploiting
the tools of management science (ODU, 2017). From this definition, and as borne out by thousands
of journal articles, accredited university programs at more than a dozen institutions of higher
education, and the espousal of various professional organizations, it can be soundly stated that
engineering management is a broad field of study and a discipline in its own right.

Today’s engineers and engineering managers are bombarded with codes of ethics,
regulations, occupational and professional proficiency requirements, health and safety concerns,
technical competence, legal issues, as well as the continuous improvement through science and
technology. Often, engineering managers engage in work that has the potential to be dangerous.
In keeping with the prime directive of all professional engineers, decisions must be made, first and
foremost, with consideration of protection of public health and the environment; in engineering,
as well as engineering management, safeguards are deliberately implemented to protect lives and
equipment. Unfortunately, we are sometimes reminded of the price that is paid when poor
decisions are made.

It is often said that decision-makers make irrational decisions. Irrational decisions tend to
be more prevalent when fewer people are affected and/or the stakes are low. Finding instances

where decision-makers (e.g., engineering managers) lose regard for normative processes when
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making big decisions, especially ones that have the potential to significantly impact other parties,
is somewhat elusive (Dyer, 2005).

Regulatory guidance on how to determine the relative natural background value for radon
is too rigorous and too inflexible to accommodate every unique situation. In fact, in some cases,
the amplitude of the natural fluctuations of radon itself is greater than the increment that would
otherwise warrant a regulatory violation. The NRC openly acknowledges that regulatory
“guidance is insufficient regarding surveys of radon and determinations of dose*’ to members of
the public” (NRC, 2011, p. ).

It is hoped that with time this research will be able to pave a way for a standardized
approach to solve practical issues that involve environmental remediation and radioactive
materials and at a minimum, will help establish a formal MCDM method for making decisions
involving radon.

It is an unfortunate truth that lay members of the public are, in general, misinformed,
unknowing, and/or untrusting of the facts regarding the biological effects of ionizing radiation
(BEIR). Instead of attempting to convince stakeholders of the underlying technical aspects of
radon exposure, it would seem a more valuable use of time to convince them of the merits
associated with a formalized and established decision-making process. As Dyer (2005) put it:

Most applications of the methods of multi-criteria decision analysis are developed for

individuals who are making decisions on behalf of others, either as managers of publicly

held corporations or as government officials making decisions in the best interests of the

public. (p. 266)

30 In the context of health physics, the word dose refers to a measure of the amount of ionizing radiation absorbed by
a material or living tissue (Health Physics Society [HPS], n.d.). For more information on this topic, visit
https://hps.org/publicinformation/radterms/
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Decision-making has a solid place in the field of engineering management and is taught at
various universities that offer engineering management programs. The connection that Decision
Analysis (DA) and MCDM share with the field of engineering management is further revealed by
virtue of the countless papers written to date that attest to the academic strengths and technical
merits of DA and MCDM models in management science, engineering, and business. In fact, it
would seem almost intuitive, if not self-evident, that the elements of strategic planning,
communication, and understanding can all be improved via MCDM for applications in the field of
engineering management. From Chou (2015) discussing the use ANP in improving measurement
and management at a mining company to Accorsi (1999) exploring utility-based decision-making
models for environmental projects; from Kabir, Sadiq, and Tesfamarian (2014) reviewing various
MCDM methods for infrastructure management to Sola and Mota (2015) discussing MCDM
models for energy management systems—the use of formal MCDM methods for strategic business
matters and engineering applications continues to grow.

It is the intent of this research to contribute further to the field of engineering management
by comparing and analyzing MAUT, AHP, ANP, and the three combinational MCDM hybrid
approaches; in doing so, especially with respect to the problem statement and the case study, it is
believed that new knowledge will be generated, thereby expanding the existing library of
knowledge available to practitioners and professionals alike.

1.9. Clarifications and Definitions of Key Terms and Phrases

There are several key terms and phrases expressed in the problem statement, stated

objectives, null hypotheses, and limitations that may require clarification. Some of these terms

and phrases may have a meaning outside of this dissertation that are slightly or altogether different
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than the intended definition herein. Table 3 below presents these selected key terms and phrases,

along with their respective definitions as used throughout the research project.

Table 3. Definitions of Key Terms and Phrases.

Word or Phrase | Definition

In MCDM / MCDA, an additive model is a decision model that combines the marginal
Additive Model utility scores with a weighted sum (Ishizaka & Nemery, 2013) and then aggregates
those individual scores into a global score (Siebert, 2010).

An option. The alternatives in a decision problem represent the possible choices from

Iternati : isi
Alternative which a decision-maker may select.

Any property or characteristic that distinguishes one alternative from another
(Arsham, 2015).

A formal, RDM method that represents a subset of MCDM and exists as a more
generalized form of AHP. ANP is an MCDM model that derives relative priority
ANP scales from individual judgments. The judgments expressed in the outcome represent
the relative influence of one of two elements with respect to the decision-maker’s
preference criteria (Saaty, 2005).

Attribute

The outcome or prospects that result from a decision-maker’s action(s) (Arsham,
2015).

The standard by which alternatives are ranked, such as: cost, safety, quality, time, efc.
(Arsham, 2015).

An individual who selects an alternative from an assortment of many alternatives
Decision-Maker when confronted with a choice. In some literature, a decision-maker is referred to as
the agent of the decision.

Consequence

Criterion
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Table 3 (Cont’d). Definitions of Key Terms and Phrases.

Word or Phrase | Definition

In MCDM problems, dependent criteria are correlated elements that, when calculated
in aggregate, would result in a biased decision. This is due to the overvalued weight
that these elements will have. In the ANP model an inner dependency can result
between two or more elements in the same cluster, and though rare, can also

Dependency sometimes result in a correlation between elements in two different alternatives. An
outer dependency is also referred to as a feedback and represents a correlation
between two clusters. ANP allows these dependencies to be modeled (Ishizaka &
Nemery, 2013).

. . The utility value assigned to an individual element (as opposed to the global utility

Marginal Utility . . . . .. .

Score score, which is the combined value of the various marginal utility scores as given by

the definition of the additive model above).

As stated by Ishizaka and Nemery (2013), a Markov chain “is a system that undergoes
Markov Chain random transitions from one state to another with no memory of the past. This means
that only the current state of the process can influence the next state” (p. 76).

MAUT is a formal RDM method that represents a subset of MCDM. The objective of
a MAUT analysis is to determine the utility of a set of alternatives by assigning an
individual weight to a set of attributes which corresponds to each attribute’s relative
importance (Dyer, Fishburn, Steuer, Wallenius, & Zionts, 1992); thus, this technique
MAUT of RDM establishes a way for a set of techniques to quantify the utility derived from
individual attributes and then combines the utility from each attribute to produce a
holistic measure of utility (Levin and McEwan, 2001 as cited in Hester, 2012).

MAUT provides a means to break down the overall utility of alternatives into a
number of preference-related attributes (von Winterfeldt & Edwards, 1986).

In MCDM problems, a pairwise comparison is a way of comparing alternatives and/or
attributes in a decision problem, the outcome of which yields what are called
priorities. Pairwise comparisons are the cornerstone of AHP and ANP and according
Pairwise Comparison | to many researchers, represent a way deal with MCDM problems when a utility
function cannot be constructed. Pairwise comparisons is an iterative process by which
entities are compared in pairs in order to determine which entity is preferred (Forman,
1993; Saaty, 2005; Ishizaka & Nemery, 2013).

Preference is a core concept to MCDM / MCDA. Preference is the ordering or
ranking of the alternatives in a decision problem. The relationship between
preferences can be defined as weak or strong, and these relationships can be expressed
mathematically as follows:

Considering the entire set of alternatives, 4, where a decision-maker has a preference
relation associated with the alternatives that comprise 4, and where x and y are two
such alternatives in 4, then the weak order between x and y is expressed as x < y,
Preference which means the decision-maker would prefer y at least as much as x, and the strong
order is expressed as x < y, which means y is preferred to x no matter how closely x
might be to y.

The indifference preference relation is thus expressed x < y A\ y < x, which means the
decision-maker is indifferent to x and y.

Conversely, the strict preference relation is expressed x < y /A y < x, which means the
decision-maker strictly prefers y to x.
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Table 3 (Cont’d). Definitions of Key Terms and Phrases.

Word or Phrase | Definition

In various MCDM techniques, once a problem has been analyzed, the alternatives can
be ranked. For full aggregation methods (e.g., MAUT and ANP), a complete ranking
can be achieved. For outranking methods, pairwise comparisons are used to establish

Priorities relative degrees of preferences; i.e., how much better one alternative is compared to

another. When the alternatives have been ranked, priorities are said to have been

established (Ishizaka & Nemery, 2013).

A representation of what the naturally occurring level or amount of radon [in air] is
[Geographically within a particular geographic vicinity. While the words “level” and “amount” and
Appropriate Location | sometimes “concentration” are often used to describe the concept, the underlying
Indicative of the] focus always pertains to the amount of radioactivity present (due to radon and its
Relative Natural decay products) and more importantly, the risk to humans resulting from BEIR.>! A
Background Value distinction is made between radon in air and radon in other media (e.g., groundwater
for Radon and geologic formations). This dissertation is focused only on radon in air, as radon

behaves differently in other media.

In the field of DA, a revealed decision refers to the study of a decision that is already

Revealed Decision
known.

In this context, the word specimen of the case study is a specific site in the American
Southwest where selection of a geographically appropriate location indicative of the
relative natural background value for radon in air has been a challenging issue for
several decades. The specimen offers a way to showcase the practicality of this
quantitative research.3? For the purposes of this dissertation, only a few, selected and
relevant attributes were considered in testing the MAUT-ANP approach; that is to say,
the specimen is deliberately established as an abstraction of what would otherwise be
an extremely complicated arrangement of decision attributes and circumstantial
considerations.

MAUT is a formal RDM method that represents a subset of MCDM. The objective of
a MAUT analysis is to determine the utility of a set of alternatives by assigning an
individual weight to a set of attributes which corresponds to each attribute’s relative
importance (Dyer, Fishburn, Steuer, Wallenius, & Zionts, 1992); thus, this technique
MAUT of RDM establishes a way for a set of techniques to quantify the utility derived from
individual attributes and then combines the utility from each attribute to produce a
holistic measure of utility (Levin and McEwan, 2001 as cited in Hester, 2012).

MAUT provides a means to break down the overall utility of alternatives into a
number of preference-related attributes (von Winterfeldt & Edwards, 1986).

Specimen [of this
case study]

3! Tonizing radiation refers to any form of radiation that carries enough energy to knock one or more electrons lose
from atoms or molecules such radiation may encounter, thereby creating ions. Exposure to ionizing radiation can
have deleterious effects on materials and living tissue. Generally, ionizing radiation takes one of four forms: (1)
alpha, (2) beta, (3) gamma, or (4) neutron. The primary mode of decay for ???Rn is via alpha emission. For more
information on this topic, visit http://hps.org/publicinformation/ate/faqs/whatisradiation.html

32 The method and methodological approach involving quantitative research is discussed further in CHAPTER 3.
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Table 3 (Cont’d). Definitions of Key Terms and Phrases.

Word or Phrase | Definition

RDM is a method for making decisions based on a set of rules, which most people
would regard as sensible (Goodwin & Wright, 2014). While several other authors and
subject matter experts have developed other axioms over the years, Von Neumann and
Morgenstern (1944) established four axioms (i.e., the aforementioned rules) that are
used in DA to define rationality:

1. There must be at least two alternatives, and there must be a consequence or
outcome associated with each alternative.

2. The probabilities of each consequence for each alternative can be specified.

3. The utility for all the possible consequences of any alternative can be
specified.

4. A decision-maker must choose the alternative with the highest probability if
two alternatives would each result in the same consequence (this is
sometimes referred to as monotonicity). Also, if one alternative is preferred
to a second, and the second is preferred to a third, then logically, the first
alternative must be preferred to the third as well (this is also referred to as
transitivity). Lastly, if the consequences of one alternative are modified in a
way that yields no net difference, then both the original alternative and the
modified alternative should be equally attractive.

A utility function is the expression that states than an individual’s preferences between
alternative solutions to a problem. Utility functions assign numbers to express the
degree of desirability of a given state; accordingly, a high number correlates with a
high desirability, while a low number correlates to a lower desirability. A MAUT
analysis consists of a comparison of weighted, multiple attributes measured for each
alternative to a problem (Dyer, 2005).

Utility Function

www.manaraa.com



47

CHAPTER 2

LITERATURE REVIEW

2.1. Rational Decision Making
2.1.1. Defining Rationalism

A brief discussion concerning the fundamental underlying principles of RDM seemed a
prudent place to start the literature review portion of this dissertation. Descriptive decision-
making theories, as opposed to prescriptive ones, find their philosophical roots in the realm of
psychology; prescriptive (sometimes referred to as normative®®) decision theory, however, is
derived from rationality and focuses on making choices that maximize benefits and minimize risks
(Dyer, 2005; Decision Making, 2015).

In a simple example, if safety is the choice to be made when preparing to take a long trip,
a rational person would choose to travel by air, rather than by car because statistically, air travel
is much safer than an over-the-road trip. As another example, when deciding which bank one
should choose to open a new savings account, the bank that offers the higher interest rate would
be a rational choice, all other things being equal. There are just a few problems: First, humans
are humans and rarely make rational choices. Second, real-life choices are hardly ever this simple.
In real life, decisions have multiple and often conflicting attributes.

In general, RDM is characterized by identifying and accounting for alternatives, evaluating

consequences from each alternative, and deciding on a course of action based on those alternatives.

33 Normative theory requires that decision-makers adhere to a set of rational beliefs (axioms) and that they respond to
new information by conditionalization (Steele & Orri, 2015; Dyer, 2005).
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RDM does not consider unquantifiable factors®* like: ethics, loyalties, personal feelings, efc. (Bell,
1982; Kahneman & Tversky, 1979, 1981). As discussed by Boundless (2014), in order to make a
truly rational decision, it must be assumed that the decision-maker has absolute knowledge about
each alternative, as well as the cognitive ability to evaluate each choice relative to all others.

Clearly, the aforementioned could only be true in a hypothetical environment. In real-life
situations, a decision-maker’s rationality is said to be bounded, as it would be impossible to have
absolute knowledge about all the aspects of any particular choice at any given time. As Dyer
(2005) and Miyamoto (1992) point out, RDM is a DA process based on normative axioms; i.e.,
prescriptive theories model a simulated universe of axiomatic parameters and provide outputs that
define the way people ought to make decisions. Long before Goodwin and Wright (2014), Keeney
(1982) pointed out that, “The purpose of prescriptive decision analyses is to provide insight about
which alternative should be chosen to be consistent with the information about the problem and
the values of decision makers” (p. 821).
2.1.2. Defining Utility

One of the central themes of RDM is the concept of utility, which fundamentally, is nothing
more than a way to quantify the value of something; that is to say, it is a way to establish the
desirability of the expected value of an outcome (Martin, 2014). Standing on the shoulders of
Daniel Bernoulli’s original Specimen Theoriae Novae de Mensura Sortis published in 1738, Von
Neumann and Morgenstern (1944), Martin (2014), Fishburn (1973), Keeney and Raiffa (1976),

and Chen and Lee (2000), along with several others too numerous to name in this context, have

3% While true in the strictest interpretations, one of the chief advantages of MAUT is the notion that a decision-maker
can ascribe a utility function to intangible and/or abstract objects. For instance, in conducting a MAUT analysis,
perhaps customer loyalty is one of the attributes of a particular alternative or a particular set of alternatives. While
otherwise seemingly unquantifiable, by virtue of MAUT’s utility functions, this and other such attributes can ascribed
a numerical value to represent their respective levels of desirability.
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defined the notion of utility as a nonlinear function®> of expected value. With respect to RDM and
DA, utility can be ascribed to individual attributes, clusters of attributes, and entire alternatives.

In RDM and other prescriptive DA theories, examples emphasizing the chances of an
outcome are often used as examples to convey important concepts. This makes sense because as
is generally the case with real-life decisions, the outcome is unknown at the time the decision is
made. (If the outcome were known, or otherwise certain, there would be no need to make a
decision.) In the case of a revealed outcome, the objective in performing any sort of MCDA would
be a retrospective exercise regardless of the objectives.

While alternatives and attributes of those alternatives maybe be fairly well defined at the
time a decision is made, there are obviously going to be uncertainties associated with the outcomes
of the decision. Quantifying those uncertainties can be tricky, and various techniques exist to do
so; for simpler decisions, decision trees can be used to graphically represent the decision,
alternatives, and probabilities associated with the outcomes. Figure 7 below illustrates a very

simple decision tree.

35 As professed in Bernoulli’s famous St. Petersburg Paradox, the notion of utility is a nonlinear concept. In essence,
the desirability of something increases at less than a one-for-one ratio solely by having more of that particular
something. For example, while it would certainly be a rational decision, the notion of having $101 billion dollars
would bring little more satisfaction than only having $100 billion dollars (to most people, that is).
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Figure 7. Typical Decision Tree Example.
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In the decision tree above in Figure 7, the square node represents a decision point, whereas
the circle nodes represent outcomes. The probabilities associated with those outcomes are nothing
more than estimates. The financial outcome of each alternative is the product of the probability
and the value associated with the alternative. In Figure 7, a simple decision is presented: Either
(1) keep a stock currently valued at $1,000, or (2) sell the stock and pocket the money. Figure 7
is also useful because the underlying value of each alternative is already expressed in terms of
money; that is, the value of each alternative is readily comparable and apparent. Which decision
is the right answer? In order to answer that, more thought must be exerted to elaborate and define
the usefulness and desirability of each alternative, along with the respective confidence levels of
the probabilities associated with each alternative.

Also, in observing the decision tree illustrated in Figure 7, the over-simplification of the
diagram should be apparent; in real life, there would clearly be numerous alternatives, each one
with its own set of attributes, and the probability of the outcomes of each alternative would have
to be calculated. Not to mention, as germane to the example shown, when specifically dealing
with stock market trading, company fundamentals, technical analyses, earnings reports,
commodity prices, consumer sentiment, geopolitical concerns, efc., can all greatly affect the price
of a company’s stock. Accounting for such uncertainty is well beyond the scope of this
dissertation, but the takeaway point remains the same: for nearly all real-life decisions, decision
trees quickly become very messy and too difficult to map, even on the largest sheets of paper. In
real life, more sophisticated decision models must be used.

2.1.3. Risk Attitudes in Decision Making
Decisions rely on the people who make them, and in real life, decision-makers are prone

to their own individual attitudes toward risk and uncertainty. In order to better convey the concept
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of risk attitudes, consider a hypothetical card game in which a player is presented with a gamble.

The rules of this hypothetical game are simple: For any given player, the game can only be played

once. A player is enticed to draw the ace of spades from a fair deck of cards. If the player can

draw the ace, the player wins $1,000; the player wins nothing for any card other than the ace of

spades. It is assumed the cards are shuffled and indistinguishable when facedown. Alternatively,

once the player has drawn her card—but before she flips it over to look at it—she can put it face

down on the card table and abort the game. If the game is aborted according to the rules (i.e., no

peeking), the player can walk away with $10 and no questions asked. Noting this, the following
RDM statements can be made:

1. The EMV to play the game to completion (i.e., without aborting) is $19.23.3% This

means a rational decision-maker would never pay more than $19.23 to play this game.

2. The CE (for aborting the game) is $10, with the obvious corollary that even if the player

gets scared and bails out before looking at the drawn card, she will realize a 100-percent

certain net gain of $10 but in doing so, potentially misses out on the prospects of an

additional $990.37 The CE in this instance, is $10 but in reality, the CE represents any

amount of money that is guaranteed via a decision alternative (i.e., the sure money)

rather than the EMV associated with a decision alternative that is at risk (i.e., not

guaranteed). At the stated CE of $10, the risk premium for this game would be $9.23.

36 EMV of completing the game without aborting = P(ace of spades) * MV (ace of spades) = (!/s2) * $1,000 = $19.23.

37 In DA, as well as several technical fields like mathematics, engineering, and formal project management, the term
opportunity cost refers to the cost of the alternative that was not selected. As with many things in RDM, the answer
depends on perspective and the manner in which the problem is stated. In the example above with the hypothetical
card game, the opportunity cost would be: (1) $500 if the player aborts and the card subsequently turns out to be the
ace of spades, (2) $500 if the game is played and not aborted and the card drawn is not the ace of spades, and (3) $0
if the player aborts the flip and the card is not the ace of spades. Consideration of opportunity costs can affect the
psychological mindset of a decision-maker, and a fortiori can affect the attitudes exhibited toward preferences and
risks.
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3. However, accounting for risk attitudes means that a rational risk-averse player would
accept any CE of any amount less than the EMV while a rational risk-seeking player
would accept the risks of the game even if the CE were greater than the EMV. A risk-
neutral player would be completely indifferent.

During the process of determining utility functions (commonly denoted as U or u), the

decision-maker’s attitude toward risk and preferences will be revealed. The relationship of the

utility of an alternative or attribute to risk is provided by (1 below,

Ula) = a
(1)

Where: U(a) is the utility associated with an alternative or an attribute, a is the
alternative or attribute of interest, and 7 is the risk associated with (or perceived

to be associated with) the alternative or attribute of interest.

Then the utility function of any given alternative or attribute can be plotted graphically and

will take one of three generic shapes. Figure 8 below depicts a simplified illustration of curves

associated with the risk attitudes of decision-makers.
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Interpreting Generic Utility Function Plots

Ula) =d,
where > 1

Ula) =d,
where r =1

Utility of a

Ula) =d,
where r <1

Figure 8. Generic Curves of Utility functions.

Graphically, when utility functions are plotted, they can reveal the attitude of the decision-
maker with respect to risk or preference (Ishizaka & Nemery, 2013). Figure 8 above illustrates
three different curves, which each one representing a different attitude: The curve labeled 1 is
convex and represents a risk seeking attitude; conversely, the curve labeled 3 is concave and

depicts a risk averse attitude; and the curve labeled 2 is linear and shows a risk neutral attitude.
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2.2. Decision Analysis and Multi-Criteria Decision Making

In real life, decisions have multiple attributes; real alternatives are rarely independent and
standalone choices—they are, more often than not, competing choices, and there will almost
always be some sense of loss for the choice(s) not selected. “Decision analysis will not solve a
decision problem, nor is it intended to. Its purpose is to produce insight and promote creativity to
help decision makers make better decisions” (Keeney, 1982, p. 821), and in keeping with the non-
linear and often dynamic nature of utility, it should be self-evident that real-life decisions have
multiple attributes. Whether in commerce, industry, politics, or for military reasons, decision-
making has become a strategic discipline. Moreover, rarely is a decision easy or simple. In fact,
as Keeney (1982) points out, complex decisions often involve: multiple objectives, components
with intangible utility, long time horizons, risk, uncertainty, politics, interdisciplinary substance,
opinions from multiple people, and legacy issues.*®

According to Zeleny (2009 as cited in Shi, Wang, Kou, and Wallenius, 2011), all decision
making is multi-criteria. “All human decision making takes place under multiple criteria only. All
the rest is measurement and search.” (Zeleny, 2009 as cited in Shi, Wang, Kou, and Wallenius,
2011, p. 5). Decisions must be made when there are tradeoffs. For instance, if two or more things
appear to be equal but only one can be selected, which one should be chosen? Such circumstances
apply to nearly every real-life situation and most certainly apply to the subject matter at hand:
selecting one geographic location out of many to represent the relative natural background value

for radon in air.

38 In this context, Keeney (1982) used the phrase “sequential nature of decisions” (p. 805), which refers to the notion
that decisions are almost never made in a vacuum,; that is to say, that we live in an ever-evolving continuum where
one decision always has future ramifications and usually leads to even more decisions.
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MCDM is a robust philosophy that is supported by art as well as science and has the ability
to encompass empirical, quantitative, normative, and descriptive analyses all of which are
circumscribed by an element of common sense. MCDM is a structured approach to solve complex
problems involving several—and often dynamic—conditions; it represents a broad category of
rational decision-making techniques and itself is generally applied as a sub-discipline in the field
of Operations Research (OR) (Haimes, 2009 as cited in Shi, Wang, Kou, & Wallenius, 2011).
Understandably, it would almost seem impossible to conjure a decision that does not possess
multiple criteria.

The formal process of MCDM is about identifying the alternatives available and then
choosing the one that best fits the objectives, preferences, and values of the decision-maker (Harris,
2012). Keeney (1982), however, summed it up in more eloquent terms: “[DA is] a philosophy,
articulated by a set of logical axioms, and a methodology and collection of systemic procedures,
based upon those axioms, for responsibly analyzing the complexities inherent in decision
problems” (p. 806).

There are many things to consider when it comes to decision-making in environmental
projects: socio-political impacts, environmental health and quality, economic factors, efc. As
noted by Yeung (2010), “Contaminated sites are always a public concern for its [sic] potential
damage to living organisms including human beings, the ecology, the environment, and even
property value” (p. 328).

MCDM has become the norm for making decisions that involve complex trade-offs
between [seemingly] conflicting criteria and encompasses a wide variety of methods, like: MAUT,
AHP, ANP, Measuring Attractiveness by a Categorical Based Evaluation Technique

(MACBETH), PROMETHEE, Goal Programming, and Decision Evaluation for Complex
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Environmental Risk Network Systems (DECERNS), just to name a few. These methods are
traditionally grouped into four categories:

1. Aggregative approaches;

2. Outranking approaches;

3. Goal-oriented, aspiration, and/or reference-level approaches; and

4. Integrated approaches.

It is beyond the scope of this dissertation to go into much more detail about each of the
different types of MCDM models, but suffice it to say, there are obviously advantages and
disadvantages to each method and each type of approach. Certainly though, while there is no
shortage of acronyms in the world of MCDM, it would seem that when attempting to find the best
solution to an environmental management problem, selecting an appropriate decision-making
method is the first decision to be made.

For this dissertation, MAUT, AHP, and ANP have been selected for comparison to address
the problem statement. MAUT, AHP, and ANP are both considered full aggregation approaches;

Table 4 helps explain why these two methods were deemed appropriate for the research at hand.
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Table 4. Rational for Selection of MAUT and ANP.

Method Notew:vor?hy Applicability to Problem Statement
Applications
Environmental MAUT naturally lends its usefulness to the problem
remediation, energy statement. The selection of a geographically appropriate
management, forestry location indicative of the relative natural background

MAUT and land management, value for radon in air requires multiple attributes to be
water management, considered, some of which are intangible. MAUT has a
financial and strategic tried and true history of applications in decisions that
decisions. involve environmental remediation and/or contamination.
ANP is a generalization On the surface, ANP would seem to be a prime candidate
of AHP. Forestry and for evaluating the problem statement; like AHP, its ability
land management, to account for dependent relationships and to rank the
environmental alternatives relative to one another means that it will not
remediation, water only presumably be able to show which alternative is the

AHP & ANP .
treatment and water best but also show how each alternative compares
management are all relatively to all the other alternatives. AHP but not
common applications. necessarily ANP, has been used extensively as an MCDM

model for decisions involving environmental remediation
and/or contamination.

58

Several studies have in fact been done in the area of environmental remediation using

MAUT and AHP, along with a few other MCDM models (De Montis, De Toro, Droste-Franke,

Omann, & Stagl, 2005; Linkov et al., 2004), and a selection of these studies will be discussed later.

Environmental issues have a large impact on the economy; increasing the awareness of sustainable

development to political agendas has, to a large extent, revealed the level of complexity and

conflicts between the varied parties (De Montis et al., 2005).

De Montis et al. (2005) discuss the quality various MCDM methods and offer guidance for

selecting an appropriate MCDM method for a given situation; they note three different MCDM

quality criteria:

1. Operational components;

2. Applicability in terms of the end user (i.e., the agent of the decision); and
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3. Applicability in terms of problem structure (De Montis ef al., 2005, p. 100).

The case study of the problem statement involves an issue that has multiple attributes.
Consideration must be given to the natural phenomena that affect radon levels in the natural
environment, along with geological factors. In a presentation at the 2012 National Mining
Association Uranium Recovery Conference, Steve Giebel, a health physicist with NRC, agreed
that radon levels—especially background values—can be very complicated (Giebel and Schmidt,
2012). Indeed, it is very difficult to ascertain an accurate background level for radon because
radon levels are influenced by several factors (Chambers, 2014). Aside from these natural
phenomena (e.g., meteorological history and trends, seasonal variations, groundwater chemistry,
topography, elevation characteristics, and etc.), there are issues with the mensuration of radon
itself. It is not as if individual radon atoms are counted—the radioactivity associated with radon
has a unique energy level, like a signature of sorts. Even then, however, the entire premise of
radioactive decay is based on probability (i.e., quantum mechanics) (Krane, 1998). That is to say,
even though it is known that 2?Rn has a half-life of 3.82 days (Radon, 2014), that does not
necessarily mean that the exact timing of a particular nuclear transformation can be known with
certainty. There are a variety of instruments used to measure radon; some do so actively and in
what would appear to be real-time while others are passive and must be sent to special laboratories
for proper analysis and interpretation (Hoffman, 1995; George & Bredhoff, 2011). Add to all of
this the intangible value (or risk) of socio-political intervention for better or for worse, and it should
be readily apparent that some of the attributes associated with the case study can be measured with
a high degree of certainty while other factors would prove difficult, if not impossible, to measure.

Noting again that the primary focus of this dissertation is to compare and contrast MAUT

and ANP, the usefulness of these two MCDM models in tackling the case study of the problem
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statement should be apparent, as both MAUT and AHP (and by extension, ANP) have a proven
track record of dealing with other environmental problems that have a high degree of tangible and
intangible attributes. Before discussing the case studies that were reviewed in preparation of this
dissertation, a brief background on MAUT and ANP is offered to explain the fundamental concepts
associated with these two MCDM techniques.

2.3. Multi-Attribute Utility Theory

2.3.1. A Prescriptive Process to Compare Apples to Oranges

In one of the first textbooks written on the subject, Introduction to Operations Research,
Churchman, Ackoff, and Arnoff (1957) lay the foundation for MAUT and present the first usage
of the simple additive model (discussed later). MAUT is indeed very useful because it prescribes
a process that allows the merits of each alternative to be communicated on a single numerical scale.
Using optimization algorithms, scores are developed that rate the performance of alternatives with
respect to individual criteria and are then aggregated into an overall score (Linkov & Steevens,
2008). As Linkov and Steevens (2008) point out, “The goal of MAUT is to find a simple
expression for the net benefits of a decision. Through the use of utility or value functions, the
MAUT method transforms diverse criteria into one common scale of utility or value” (p. 816).

In other words, the MAUT method allows attributes of a decision alternative, which could
otherwise have drastically diverse units of measurement, to be assigned ratings in terms of
common units of utility. These attributes may be physical and substantial phenomena (e.g.,
number of teeth on a sprocket, voltage rating of an electric capacitor, quality assigned to a
particular type of lumber, weight of a tractor-trailer, cost of diesel fuel, ultra-violet reflectivity
rating of a window pane, etc.), or to the other extreme, could even be completely abstract or

insubstantial constructs (e.g., the loyalty of a trusted supplier, the effectiveness of engineering
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managers, the satisfaction of engineering management students at a particular southeastern
Virginia university, the economic health of a company, etc.). This characteristic is one of the chief
advantages of MAUT.

As noted by Dillon and Perry (1977, as cited in De Montis et al., 2005), the process of
preparing a proper MAUT analysis consists of five steps. These are as follows:

1. Discretize the alternatives (i.e., they need to be separate and distinct entities);

2. Determine the probability distributions for each outcome;

3. Determine the utility function for each attribute;

4. Aggregate the utility functions into a global utility value for each alternative; and

5. Choose the alternative with the highest global utility score.

MAUT is a very methodical MCDM technique and generally requires a significant amount
of time to perform. Figure 9 below is a simplistic illustration of the logical progression that a

MAUT-structured decision problem typically follows.
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e Properly state the decision problem, and then identify the

Determine the possible alternatives.
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Figure 9. Typical Progression of a MAUT-Structured Decision Problem.

Above, the first step is rather straightforward: when faced with a decision problem, the
decision-maker(s) must determine what the alternatives are, and they must be independent from

one another. The second step® in the process is where more discussion is prudent for this portion

39 While not included as a necessary step for the needs of this dissertation, some MAUT models include as a second
step a requirement to determine probabilities for each outcome. Determining such probabilities relies on a certain
degree of judgment and guesswork but then uses statistics to quantify the decision-maker(s)’s sentiments, with the
goal to determine the probabilities of each consequence. Whether or not a model is used, information must be obtained
from existing data and/or professional judgment. As Keeney (1982) pointed out, “The quantitative assessment of
professional judgments or probabilities is a unique aspect of decision analysis” (p. 811). In essence, what this step
implies, is that human value estimations form the base of subsequent probabilistic determinations; that is to say, while
the resulting statistical probability distributions may give the appearance of indisputable math or otherwise seemingly
quantitative information, underlying all of it is nothing more than the subjective opinion of one or more human minds.
To make matters even more interesting, “A host of additional difficulties can occur when more than one expert is
asked for professional judgments about the same events” (Keeney, 1982, p. 812).
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of this dissertation. When conducting a formal MAUT, there are a few different ways to develop
utility functions. These include: developing expected utility curves via comparison to certainty
equivalents;** using probability distributions based on a referenced dollar amount and adjusting to
determine equivalency;*! as well as various (often tabular) scoring techniques, which are generally
calculated based on a rigorous elicitation process. Formal surveying of a decision-maker’s
expertise in a particular field is of particular interest and is perhaps the most studied approach to
conducting a MAUT analysis.

The third step in preparing a proper MAUT analysis relies on being able to ascribe utility
values to the attributes of each alternative, whether tangible, intangible, or altogether abstract and
then to combine those utility functions together into a single numerical value for the entire
alternative. How is this done exactly?*? Variants of the simple additive model developed by
Churchman, Ackoff, and Arnoff (1957) have long since been developed. These methods are
described in several sources, notably by Keeney and Raiffa (1976), Raiffa (1982), Farquhar (1975),

Jacquet-Lagreze and Siskos (1981), and more recently summarized in Siebert (2010).

40 A certainty equivalent (CE) is a guaranteed return (of money) that someone would accept rather than taking a risk
to obtain a greater, but uncertain gain (Investopedia, 2017a). In DA, as in financial speculation (which is a field for
which DA is highly applicable), when a decision problem presents itself, a risk premium is offered, which represents
the difference between the Expected Monetary Value (EMV) and CE. The risk premium is the minimum amount [of
money] by which the EMV must exceed the CE in order to entice a decision-maker to assume the alternative with the
uncertain return rather than the alternative with the guaranteed return. (Investopedia, 2017a). The risk premium will
be: (1) negative for a risk-seeking decision-maker, (2) positive for a risk-averse decision-maker, and (3) zero for a
risk-neutral decision-maker.

4! Like the CE method, determining utility functions by way of probability equivalents provides statistical distributions
of probable outcomes instead of known values. In this way, arbitrary dollar amounts are used as reference points
against which the probabilities are adjusted until criticality (i.e., indifference) is reached. Computerized Monte Carlo
analyzers like those found in Microsoft Excel can generate millions of random numbers and perform these statistical
comparisons, often in a matter of seconds. For the purposes of this dissertation, the math will be kept far simpler.

42 As stated in the limitations, it is not the intent of this dissertation to critique the subjective nature of utility, or to
examine the strengths and weaknesses of the various elicitation techniques associated with MAUT.
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2.3.2. Human Decisions Are Inescapably Subjective

An interesting result of the elicitation process is the development (or discovery) of the
decision-maker’s risk attitudes toward the various elements of the decision problem. Whether the
decision-maker attempts (or is prompted, by say, a third-party elicitor/analyst) to equate one or
more elements of the decision problem into an EMV, or merely rates the desirability of such
elements on a purely numerical scale, the idea is that a number will be produced that represents
the utility of the object in question.

During elicitation, the decision-maker evaluates several questions to determine undesirable
consequences and the trade-offs between potentially having things go right, versus having them
not. The rigor can sometimes be increased by having an objective third-party, e.g., an analyst who
is separate from the decision-maker and whose function is merely to ask pertinent questions about
the advantages and disadvantages associated with the various attributes, alternatives, and
consequences of the decision problem (Keeney & Raiffa, 1976; Keeney, 1982). While it is true
that this brings the situation back to the inescapable subjectivity expressed above concerning

probability distributions, nevertheless, this is how a MAUT analysis is performed.*

43 As noted by Fischer (1979), Keeney (1982), Tversky and Kahneman (1976), Kahneman and Tversky (1981), and
others too numerous to list here, there is no shortage of critiques regarding MAUT’s elicitation process. In fact, the
subjective and often biased nature of this step in the MAUT technique is probably the most difficult aspect for true
rationalists and mathematicians to accept. The aforementioned sources often cite structured approaches to counteract
what could only be described as human nature, such as: adherence to a disciplined approach that checks for
consistency (for instance, to check for situations when a decision-maker might deliberately inflate, understate, or
altogether misrepresent the utility associated with one alternative and/or attribute in order to meet some unstated or
hidden agenda); iteration; and multiple interviews with different analysts. While such techniques can certainly provide
a survey of scored results which can subsequently be plotted on a bell curve, no matter how much effort is exerted, at
the most basic and fundamental level, no MAUT technique can avoid the practice of quantifying the qualitative (and
subjective) inputs provided by a human decision-maker.
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2.3.3. An Additive Model

For the purposes of this dissertation, evaluation of the alternatives is done via an additive
multi-attribute utility model. Jacquet-Lagreze and Siskos (1981), Keeney (1982), and Ishizaka
and Nemery (2013) all give fairly good explanations for the mathematical underpinnings of the
basic additive model used in MAUT. Concisely, and as adapted from Jacquet-Lagreze and Siskos
(1981) and Ishizaka and Nemery (2013), this can be expressed mathematically with a few
notations: Consider the alternatives of a decision problem that reside in a set called 4. Noting the
strict and indifferent preference relationships,* these alternatives are ranked according various
criteria, g1, g2, g3, ..-gn, collectively called g, where g itself exists as a set. For instance, when an
architect wants to purchase a new drafting software program, there will inevitably be choices. The
different programs available from which to choose represent the alternatives. The criteria would
be the considerations the architect uses upon which to base, or ground, the alternatives. These
criteria could be things like: price, disk storage space required, ease of use, terms and conditions
of the licensing agreement, etc.

As with the alternatives, so too must the utility, U, of each criterion (denoted by U(gx))
must be determined. To differentiate, the utility ascribed to a criterion is referred to as the marginal
utility, whereas the utility ascribed to an entire alternative is referred to as the global utility.*> Each
criterion has a weighting factor, wy, associated with it, that as Ishizaka and Nemery (2013) put it,
represents “the amount a decision maker is ready to trade on one criterion in order to gain one unit
on another criterion” (p. 83). The general form of the additive model can thus be assembled as

shown by (2 below.

44 See Table 3 for clarification on the definitions of these terms.

45 Sometimes the global utility is also referred to as the aggregated utility.
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VaieAd:Ua) = Ugia), gAai), g(ai)s... gi(a)) = 2 Uy (gda)) - Wer
g=1
)
Where: V¥ translates as “for all cases”; a; are the alternatives; € is the symbol for
“element”; A is the set; U is the global utility score; g, are the criteria respective
to each alternative; wg, are the values for the weighting factors associated with
the criteria; and # is the total number of terms to be summed. An English
translation for the above would be as follows: For all cases where alternatives a;
w0 are elements in Set A, the global aggregated utility score becomes a function
of the aggregated criteria, with each criterion having been weighted by its
respective weighting factor.
A restriction is placed on the use of weighting factors such that the [global] utility score of
any given alternative must be between 0 and 1 (Jacquet-Lagreze & Siskos, 1981; Ishizaka &

Nemery, 2013). This is referred to as the normalization constraint and is mathematically expressed

as shown in Equation 3 below.

n
2w, = 1
x=1
3)
Where: wx is the sum of all the criteria weights and # is the total number of criteria

weights.

The normalization constraint makes sense. What it basically implies is that when

considering the set of alternatives (i.e., A), the sum of all the weighting factors for each of the

www.manaraa.com



67

alternatives in 4 cannot be greater than 1. To have a summed weight greater than one would imply
that the alternatives are not independent and would therefore violate the axioms that underlie
MAUT.

In MAUT, as well as most models, the impact that independent variables can have on any
given dependent variable can be determined via a sensitivity analysis*® (ak.a., a what-if
simulation). A sensitivity analysis is a way to determine how changes to one or more variables
impact the entire outcome of a decision (Investopedia, 2017b). In turn, this exercise can help
inform decision-makers which attribute has the greatest effect on the outcome of a decision.

In sum, while there are many other avenues of MAUT that could be discussed, for this
dissertation, the aforementioned should suffice to provide a meaningful backdrop for the model
presented in CHAPTER 3.

2.4. Analytic Hierarchy Process
2.4.1. A More Flexible Prescriptive Process to Compare Apples to Oranges

Developed by Thomas Saaty, AHP is a formal MCDM technique that can assist decision-
makers when the alternatives of a decision problem cannot be easily defined (Trick, 1996); in other
words, it is a useful MCDM technique when utility functions cannot be formed (Ishizaka &
Nemery, 2013). Instead of ranking alternatives on an absolute scale of utility like the MAUT

technique does, AHP focuses on the relative value of alternatives.*’

46 Decision-makers can offer a degree of ethical transparency by including a sensitivity analysis to a decision model,
as it will allow others (e.g., stakeholders who might be external to the decision-making process) to see the influence
that the weighting factors had/can have on the analysis (MAUT, AHP, ANP, or otherwise). As the “a.k.a.” name
implies, there are an infinite number of what-if scenarios that could be evaluated for any given problem.

47 Relative to all the other alternatives.
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AHP was the precursor to ANP, which is a more generalized form of the technique. As
such, it seems prudent to at least mention a few key points about AHP before discussing the more
detailed merits of ANP. There are four general steps to AHP:

1. Structure the problem correctly;

2. Elicit priorities based on pairwise comparisons;

3. Check consistency; and

4. Perform a sensitivity analysis.

Proper structuring of the problem is vital no matter which MCDM technique is used
(Ishizaka & Nemery, 2013). In AHP, the problem is structured in a hierarchy, such that the
uppermost element in the problem is the goal of the decision. The next level in the hierarchy
represents the decision criteria. In many decision problems, there may also be subsequent levels
that define sub-criteria. The lowermost level in the hierarchy defines the alternatives of the
decision. Figure 10 illustrates a general depiction of an example problem structured according to

AHP.
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Level 1:
GOAL

This is the objective of the decision problem.

e.g., find a single geographically appropriate
location indicative of the relative natural
background value for radon in air.

eg., eg., eg., eg.,

Level 2: Correlation of Political Cost of abatement Risk to reputation
CRITERIA pertinent natural sensitivities. systems if if exceedances
The decision criteria phenomena of exceedances occur.
themselves represent each location to occur.
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overall problem. In ing reference
addition, AHP allows location.
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determine which
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Location Z Location Z Location Z Location Z

Figure 10. General Format of an Example AHP-Structured Problem.

In AHP, priorities are established for each element in a lower level to the next higher level;
in turn, the local and criteria prioritizations are aggregated into a global prioritization. Once the
problem has been structured, the following priorities must be calculated:

1. Criteria;
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2. Local alternatives; and

3. Global Alternatives.

Criteria priorities relate the importance of each criterion to the stated objective (i.e., the top
level goal); local alternative priorities relate the importance of an alternative to a specific criterion;
and global alternatives rank the alternatives with respect to all criteria (Ishizaka & Nemery, 2013).
2.4.2. Establishing Priorities Instead of Utility Scores

As originally used by Saaty (1980) and further defended by Saaty (1992), in the AHP
model, a special scale is used to represent the decision-maker’s affinity or repulsion for a given
pairwise comparison.*® The scale, which is often used in the psychological community (Ishizaka
& Nemery, 2013), and is often referred to as the Saaty Scale in the field of MCDM, is reproduced

below in Table 5.

Table 5. Saaty’s Fundamental Scale for the AHP Model.

Value Approximate Meaning
1 Used if two elements have equal importance.
3 Used to denote a moderate importance of one element over another.
5 Used to denote a strong importance of one element over another.
7 Used to denote a very strong importance of one element over another.
9 Used to denote an extreme importance of one element over another.

8 It is important to keep in mind that during a paired comparison (i.e., a pairwise comparison), elements are compared
in pairs with respect to a given criterion (De Montis ef al., 2005). In other words, with respect to a criterion C, elements
x and y are scored (i.e., prioritized) according to the so-called Saaty Scale.

www.manaraa.com



71

This scale is one of the cornerstones of AHP and offers a convenient way for decision-
makers to evaluate their sentiments; values of 2, 4, 6, and 8 can also be used to offer finer
expressions of priorities. When two elements x and y are scored, if x is compared to y and given a

value, then y compared to x will have the reciprocal value. Table 6 below illustrates this.

Table 6. Example of an AHP Comparison Matrix Using Saaty’s Scale.

Cost Color | Size

Cost 1 3 5
Color 173 1 4
Size 1/5 1/4 1

By convention, comparisons like those shown in Table 6 are read just like x, y coordinates
on a Cartesian plane. For example, as indicated in Table 6, when reading the top row, cost is three
times more important than color, not vice versa. Also, as one might intuit, a square comparison
matrix like the one illustrated in Table 6 becomes exponentially*® more difficult with each
additional element. The total number of necessary comparisons, N, for a given number of criteria,
n, is governed by the formula shown in (4 below, noting that in any given comparison table (like

that shown in Table 6), half of the entries are merely reciprocals and not actual comparisons.

49 Each additional element to the matrix represents a quadratic increase.
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4)

Where: N is the total number of necessary comparisons and 7 is the number of criteria to

be compared.

With respect to each criterion, C, a square comparison matrix, M, governed by (4 can be
constructed. For any given component, x, two elements, a and b, are compared, where a and b
assume one of the numerical values expressed in the Saaty Scale. Provided: (1) that x., and xz
both equal 1; (2) that x,» and xp, are reciprocals; and (3) xa» does not equal 0, the matrix can be

expressed as shown in the general form of Equation 5 below.

X171 X712 X13 ... XIn

_ X21 X22 X23 U Xon
M =

Xnl Xn2 Xn3 " Xan

(3)
Where: M is the designation for the matrix and x;; - ., represents the entries

(synonymously referred to as elements) of the matrix.

2.4.3. Deriving Priorities

The matrix form is appropriate and also convenient to explain the derivation of relative

priorities. There are three generally recognized ways to derive the priorities in the AHP model.

Table 7 below summarizes these methods.

Table 7. Priority Derivation in the AHP Model.
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same node of the hierarchy” (De Montis et al.,
2005, p. 110). Each component of p is a local
priority of an element of the pairwise
comparison.

Method General Concept Comments
This method uses a series of simple Simple and straight-forward
mathematical maneuvers to approximate the approach; only calculates sums,
eigenvalues of a square matrix populated with averages, simple quotients and
Approximate Saaty values (or quasi Saaty values). As this makes use of look-up tables.
method has been chosen for the needs of this
dissertation, a detailed explanation and example
is discussed in the text.
This method computes the principal eigenvector, | Manual calculation is time-
v, of the matrix and then finds the priority consuming and prone to human
vector, p. The priority vector “expresses the error; computerized calculation
. priorities among the elements belonging to the can be done with spreadsheets, but
Eigenvalue

in order to minimize the
computational time required,
special software is needed.

Geometric Mean

If two elements, a and b are compared, and p is
the priority of element a, and ma» represents the
multiplicative error, then the geometric mean is
the value that minimizes the sum of the
multiplicative errors of a and b.

Can usually be calculated by hand,;
avoids rank inconsistencies
associated with the eigenvalue
method (i.e., the row and column
geometric means provide the same
ranking when the order is
inversed) (Ishizaka & Nemery,
2013).

2.4.3.1. The “Eigens”

At this juncture, a seemingly ancillary discussion must be brought to the forefront, at least

briefly. One of the key underlying concepts of AHP is that of eigenvalues, eigenvectors, and eigen

decomposition.® Even though this dissertation uses the Approximate Method as mentioned above

in Table 7, the math predicating eigenvalues might lie beyond the scope of this dissertation.

However, a brief explanation is nevertheless offered here for the following reasons:

e To help foster a better understanding of the matrix properties that underlie AHP; and

50 Eigen is a German word that, depending on context, can translate to English as “own,

2 ¢
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e To help explain the importance of consistency checks in AHP, which rely heavily on

eigenvalues and eigenvectors.

In dealing with matrix equations, an eigenvector’! (commonly denoted as v) is a non-zero
vector>? that changes only by a scalar factor, called the eigenvalue (commonly denoted as A), when
a linear transformation takes place (Marcus & Minc, 1988; Anton, 2010). In extraordinarily simple
terms, eigenvalues are the roots of the characteristic equation®® of a [square] matrix, which is a
polynomial.

If a square matrix, M, is multiplied by v, then the vector Mv would be equal to Av (Marcus
& Minc, 1988; Anton, 2010). This relationship forms the fundamental eigen equation, which is

shown below as Equation 6.

(6)
Where: M is a square matrix, v is the eigenvector, and A is the aforementioned
eigenvalue.
The magnitude of change (i.e., the modulus) of v is determined by A, when it is multiplied
by M, noting that the change can be positive, negative, and even zero®* (Anton, 2010). There are

several ways to find A and v using matrix operations (e.g., projections, reflections, inversions, etc.),

5! Eigenvectors represent a special set of vectors used in linear equations; they are sometimes referred to as proper
vectors or characteristic vectors (Marcus & Minc, 1988).

52 In a matrix, a scalar would be a single point (i.e., a number); a vector, which in the engineering and physical sciences
is a value that has both magnitude and direction, is represented in a matrix by a series of numbers in a row or column;
a matrix itself can also be a vector, as a matrix can exist as a single row or column.

53 The equation for finding the determinant of a matrix is called the characteristic equation.
54 If there is no change in the length after a linear transformation, then A = 1. While an n X n matrix always has n
number of eigenvalues, any or all of which may be degenerate, the matrix would have between zero and » number of

linearly independent eigenvectors. (A degenerate eigenvector has more than one linearly dependent eigenvector, as
derived from the occurrence of two or more coinciding roots of the characteristic polynomial.) (Anton, 2010).
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and several formulas and methods have been developed as well, many of which can only be used
in special situations. Discussion of those methods and derivations are well beyond the scope of
this dissertation; for simplicity, and to bring the point home, a quick example using determinants
and linear algebra is given next.

As adapted from Marcus and Minc (1988) and Anton (2010), the first step is to set the

eigen equation equal to zero. (7 below illustrates this.

M-Ay =0
(7)
Where: M is a square matrix, A is the eigenvalue, / is the identity matrix (i.e., a matrix with
ones (1s) along the main diagonal and zeros (0s) for all other elements), and v is
the eigenvector.

The determinant of (7, which is given by Equation 8 below, must equal zero; if the solution

to (7 is not zero, then M — A/ is not invertible.>
detM-Al) =0
(8)

Where: M is a square matrix, A is the eigenvalue, and / is the identity matrix.

Finding the determinant of a very small square matrix (noting, of course, that the matrix
must be square), where say, n < 3, is not too complicated. When n > 3, as is the case most of the
time, especially in real-life applications, determinant calculations become very time consuming
with increased risk of human calculation errors. Luckily, computer spreadsheets can do these

calculations in fractions of a second and greatly reduce the likelihood of errors. In Microsoft

Excel, the “=MDETERM” function can be used to find the determinant of a matrix while the

55 Noting that a diagonal matrix is a matrix whose elements outside of the main diagonal are all zero (Marcus & Minc,
1988), a matrix that is not invertible does not necessarily imply that it is nondiagonalizable; and conversely, just
because a matrix is invertible does not imply that it is diagonalizable. A nondiagonalizable matrix is said to be
defective and means that it does not have a complete set of eigenvalues (Marcus & Minc, 1988; Anton, 2010).
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“=MINVERSE” and “=MMULT” can be used to find the inverse and identity matrices,
respectively.

(8 above will yield a polynomial; the roots of that polynomial are the eigenvalues. Since
the process described herein only pertains to square matrices with n by n dimensions, then M will
have n eigenvalues (“As”), and each A will have a v. If M is singular (i.e., its determinant equals
zero), then zero is one of the eigenvalues. If M is invertible, then it must be shifted by 7/ to make
it singular. In this case, zero would not be a value for A. The product of n times A equals the
determinant of the matrix, while the sum of all the eigenvalues along the main diagonal equal the
sum of the n diagonal elements, which is also referred to as the trace (Marcus & Minc, 1988;
Anton, 2010).

Eigen decomposition refers to the decomposition of a square matrix, M, into its respective
eigenvalues and eigenvectors. As adapted from Marcus and Minc (1988) and Anton (2010), the
general steps to find A and v can be simply stated as follows:

1. State the eigen equation and set it equal to zero.

2. Find the determinant of M — A/ by subtracting A along the main diagonal of the matrix.

The determinant will yield a polynomial with » number of terms, where 7 is the number
of rows or columns of the square matrix, M;

3. Find the roots of the polynomial by setting M — A/ = 0. The roots are the eigenvalues

for M, and make M — A/ singular; and finally,

4. Solve each A to find its corresponding v. This is done via (7.

An appreciation for the value of the Approximate Method and the lightning quick

calculations that computer-based calculations affords us today can be gleaned from Figure 11 and
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Figure 12 below, which show a basic example of the steps required to perform an eigenvalue and

eigenvector calculation manually.

www.manharaa.com




How to find eigenvalues ...the hard way:

4 6 10 Step 1:
Given the Square Matrix M, findAandv M= | 3 10 13 |:> State the eigen equation Mv=iv > Mv-v=0
2 6 -8 and set it equal to zero
Step 2:
Find the determinant of M — A/ by 4 6 10 1 0 0 4-L 6 10
subtracting A along the main diagonal 0 =det(M —AJ) = 3 10 13 210 1 O = 3 10-A 13
of the matrix -2 -6 -8 0 0 1 -2 —6 8-
“Chavacteristic Equation” valid /
For any 1 x 1 matrix o 10 13 3 13 3 (10-2)
G-M 6 8- 60 5 (g-n T 5

= 4-MI10-1)(=8 =21 = 13(-6)] — 6[(3)(-8 —A) — 13((-2)] + 10[(3)(-6) — (10 —A)(-2)]
Third order ‘PDngommt equation \

= A +6)02—8\
Step 3: Factor out to create a second ovder Recall the quadratic
Use the quadratic equation to find the MV —-6L+8)=0 - pog VEEMML t;att,mw oe iotveof equation:
values of A. wiL e Op/tﬂ ratLe equ&f Lon O O — . _b + m
2 o 2a
Zero is the first, and A= —6 /6% —4(1)(8) — 2and4
wost obvious value for A: 2(D)

There are three values for A: 0, 2, and 4

Figure 11. Eigenvalue Calculation Example Problem.
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How to find eigenvectors ...the hard way:
Step 1: Use Row Manipulations to Solve for System
of Linear Equations; the goal is to manipulate the matrix

rows until all elements in the last row equal zero.
Recall that each eigenvector, vi, is the simply the null space of (M — Ail)

SetEq. = = 2x SetEq. 1 = SetEq.2 = Eg. 2
Eg.2 + Bg. 1. /4X Bg. L. -3X Eq. L.
53 = 253 + E:L Ej_ = 1/4-61 62 = EQ‘ 351
4 6 1010 4 6 10|10 1 3 5|0 1 32 5h |0
Form>M=0>M-M/=M-0/=M=| 3 10 13|0 :> 310 1310 :> 310 13/0 :> 0 "2 lhio
2 6 -8.0 2 -6 6|0 0 6 6|0 0 6 6|0
Set Bg. 2 = Set Bg. 3 = Set Bg. 3 =
/11X Bq. 2. &£ g2/, Eq.2-€Bq.2
- - - Step 2: Solve for x, y, and z.
= = -Eq, 3 = - > Vs
€2 = ¥ubs Es e e =8-F _ X1 =S/op1— 3z =3)z1 —Shzi= -z
1 3h %h |0 (1) 3{2 5/12 8 recall the ; yi=-21,x1=">y1+521=0
) I R T T | — —>
0 0 0o general form: 2 z1= Any Value
Step 3: Solve eigenvector, vi. Step 4: Check. ...8tep 5: Repeat for vz and vs.
-1 4 6 10| |-1 0 1 -3
Leterm L thenvre | -1 Mot =3 100131 = 0y ve= 2| w= -5
a=1, 1 | 1 2 6 -8 1 0 1 3

Figure 12. Eigenvector Calculation Example Problem.
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As with most complicated and advanced mathematical computations and calculations,
finding v and A manually would be a lengthy and time-consuming process. Luckily, computers
can now perform these calculations, which not only saves time but also reduces the likelihood for
human errors. As alluded to earlier, there are some important reasons why the topic of eigenvectors
and eigenvalues are important with respect to AHP.

First, a pairwise comparison (which lies at the heart of AHP) is nothing more than a positive
reciprocal square matrix, whose elements are determined by value judgments. Second, to
paraphrase Saaty (2003): in order to remain invariant under the Hierarchic Composition
Principle,>® a priority vector (i.e., an eigenvector) must be able to reproduce itself on a ratio scale
to preserve the strength of its preferences; this means, as a member of a ratio scale that is invariant
when a positive constant coefficient is applied, one is thereby precluded from obtaining new
priority vectors from a matrix under hierarchic composition (Saaty, 2003).5” Finally, knowing (or
at least understanding the underlying concept of) the maximum eigenvalue is important when it

comes to calculating consistency checks, which are an integral part of AHP.

56 The Hierarchic Composition Principle is a fundamental concept in AHP and refers to the process used to obtain the
overall ranks of a decision. In AHP, this is accomplished by generalizing the calculation of the principle eigenvector
of a pairwise comparison.

57 Original quote from Saaty (2003):

Given the priorities of the alternatives and given the matrix of preferences for each alternative over every
other alternative, what meaning do we attach to the vector obtained by weighting the preferences by the
corresponding priorities of the alternatives and adding? It is another priority vector for the alternatives. We
can use it again to derive another priority vector ad infinitum. Even then what is the limit priority and what
is the real priority vector to be associated with the alternatives? It all comes down to this: What condition
must a priority vector satisfy to remain invariant under the hierarchic composition principle? A priority
vector must reproduce itself on a ratio scale because it is ratios that preserve the strength of preferences. Thus
a necessary condition that the priority vector should satisfy is not only that it should belong to a ratio scale,
which means that it should remain invariant under multiplication by a positive constant ¢ but also that it
should be invariant under hierarchic composition for its own judgment matrix so that one does not keep
getting new priority vectors from that matrix. In sum, a priority vector x must satisfy the relation 4Ax = cx, ¢
> 0. We will show that as a result of the need for invariance to produce a unique priority vector, x must be
the principal right eigenvector of 4 and c is its corresponding principal eigenvalue. (p. 86)
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2.4.3.2. Consistency Checks

In AHP, consistency checks are a required part of the decision-making process to ensure
the value judgments of the decision-maker(s) do not conflate or conflict with one another. AHP,
does however recognize that humans are responsible for making such value judgments and
therefore does allow for some degree of inconsistency (Saaty, 2003). Mathematically, a completed
square matrix for the pairwise comparison of two elements is said to be consistent if the transitivity
and reciprocity are respected. A Consistency Ratio (CR) represents a convenient way to check for
consistency.>®

As borrowed from De Montis et al. (2005) and Ishizaka and Nemery (2013) (who
themselves refer back to Saaty (1977)) and incorporating the guidance provided by Saaty (1977,
1980; 1992; 2003), this dissertation advocates determining the Consistency Index (CI), CR, and
Random Index (RI) of a pairwise decision matrix by using Equations 9 and 10, along with the
corresponding RI value from Table 8, respectively.

— Amax — 1

CI n—1

)

Where: Amax’’ is the maximum eigenvalue of the matrix, and 7 is the number of criteria
of the matrix.

CR = CIRI
(10)

58 There have been a number of studies since Saaty originially published his work in 1977 that pertain to the accuracy
of RI values. A few different methods have been developed (see Alonso & Lamata, 2006; Lane & Verdini, 1989;
Donegan & Dodd, 1991; and Liu and Xu, 1987) that delve into defferent aspects of derivation, accuracy, degree of
separation, usefulness, and the like. For the purposes of this dissertation, the original RI values provided by Saaty are
deemed to be acceptable.

59 Amax, (commonly spoken as “Lambda-max”), is the largest, most dominant eigenvalue of an n x n (i.e., a square)
matrix. In many engineering applications, the Ama, of a system represents the most dominant feature or mode of
behavior (e.g., the Aua of a bridge or support column might reveal the maximum load, while the Aua, of the acoustic
equation for a concert hall would reveal the lowest resonating frequency. In AHP, Amax, is useful, as it indicates the
condition a priority vector must satisfy to remain invariant under the Hierarchic Composition Principle.
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Where: CR is the Consistency Ratio, CI is the Consistency Index, and RI is the Random

Index.

Table 8. Random Index Values for Selected Square Matrices, n < 20.5°

n RI n RI n RI n RI

1 0.0000| 6 1.1797 | 11 1.4213| 16 1.5078
2 0.0000 | 7 1.2519| 12 1.4497| 17 1.5153
3 0.4887| 8 1.3171] 13 1.4643 | 18 1.5262
4 0.8045| 9 1.3733| 14 14822 19 1.5313
5 1.0591| 10 1.4055| 15 1.4969 | 20 1.5371

A CR of 0.10 or less is generally considered acceptable; whereas if the CR is greater than
0.10, it is advisable to conduct new pairwise comparisons with new judgments (De Montis et al.,
2005). However, as Saaty (1977, 1980, ef seq.) and Wedley (1993) point out, larger matrices (n >
9), are prone to CRs greater than 0.10. For larger matrices, guidance is given to keep CRs less
0.20.
2.4.4. Priorities via the Approximate Method (the Process Used in this Dissertation)

Determining priorities via the Approximate Method was chosen as the preferred approach,
due to its similarities to the MAUT process of multiplying weights by their respective utility values
and then aggregating them into a global score. As with the approach adopted in the MAUT
discussion above, an additive model is used in the AHP approach presented herein to calculate a

global ranking of alternatives.

60 RI Values in Table 8 are derived from Donegan and Dodd (1991).
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The Approximate Method is straightforward and simple. The process requires the

following steps:

1. Plot out the problem statement into AHP format, consisting of a decision goal,
underlain by the decision criteria and finally underlain by the decision alternatives (see
Figure 10).

2. Perform a pairwise comparison®! of the decision criteria; the values ascribed to the
decision criteria will be used later to calculate the weights, but in AHP, they are referred
to as priorities (and sometimes priority weights).

3. Once the pairwise comparison is completed for the decision criteria, sum each column
of the matrix (see Table 10);

4. Produce a new matrix with a similar number of elements as the pairwise comparison,
whose entries are populated by taking each element in the original matrix and dividing
it by the sum of that element’s column (see Table 11).

5. Calculate the average of each row in the standardized matrix. These averages represent
the priority vectors (a.k.a., the priority weights)®? of the decision model (see Table 12).

6. Calculate the CR of the original pairwise to help understand the level of consistency of

the value judgments of the original pairwise comparison. If the CR is greater than or

61 While there are a few accepted methods to determine the values for decision criteria and alternatives, this dissertation
focuses on the use of pairwise comparisons using the Saaty Scale.

%2 In the AHP model, composite weights are generated for each element by multiplying the weights along each path

of the hierarchy, from the top down to the final element, and then adding the resultant weights from all the paths to
the element; the result is a final weight for the alternative (De Montis et al., 2005).
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equal to 0.10,% it may be prudent to revisit the original pairwise comparison to

determine if the value judgments can be improved.

7. Repeat steps 2 — 6 above to determine the priority values for each decision alternative

with respect to each decision criterion.

8. Aggregate the local priorities into a global priority by multiplying the priority vectors

by each local priority and then summing the terms. In this way, each row will produce

a global priority score. The decision with the highest global priority score is the most

rational choice (see Eq. (11).

9. Finally, perform a sensitivity analysis®* to help explain which aspects of the calculation

hold the most sway.

Table 9 below, which is identical to Table 6 above (repeated for convenience), presents a

pairwise comparison for decision criteria, in this case: cost, color, and size.

Table 9. Example of an AHP Comparison Matrix using Saaty’s Scale.

Cost Color | Size
Cost 1 3 5
Color 1/3 1 4
Size 1/5 Ya 1

%3 While a CR less than 0.10 is viewed as acceptable, larger matrices (n > 9) will often exceed this value. According
to Saaty (1977, 1980, et seq.) and Wedley (1993), CRs less than 0.20 are viewed as tolerable. Decision-maker
judgment should be exercised to determine whether or not pairwise comparisons with CRs between 0.10 and 0.20
require additional scrutiny; CRs greater than 0.20 are viewed as intolerable.

% For the needs of this dissertation, simple sensitivity analyses have been produced for the MAUT and AHP models
that compare the chosen (as-is) influencers (i.e., weighting factors and priority vectors) with those of deliberately
manipulated influencers. While not used in this dissertation, in-depth sensitivity analyses can be performed in
Microsoft Excel via the “Data 2What-If” function. The SuperDecisions software packages offers convenient, push-
of-a-button ways to evaluate a multitude of what-if analyses. A detailed discussion of the underlying mathematical

operations necessary to perform these types of analyses is beyond the scope of this dissertation.
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Table 10 below illustrates the next step in the process, which is to sum each column of the

matrix.

Table 10. Example of an AHP Comparison Matrix Using Saaty’s Scale, [llustrating Xcotumn.

Cost Color | Size
Cost 1 3 5
Color 1/3 1 4
Size 1/5 Ya 1
Sum 1.53 4.25 10.00

Table 11 below illustrates the fourth step in the process, which is to produce a standardized

matrix by each element by the sum of that element’s column. The new sum of each column should

equal 1.

Table 11. Example of a Normalized AHP Comparison Matrix.

Cost Color | Size
Cost 0.6522 | 0.7059 | 0.5000
Color | 02174 | 0.2353 | 0.4000
Size 0.1304 | 0.0588 | 0.1000

Table 12 below illustrates the fifth step in the process, which is to determine the average

of each row in the standardized matrix. These values represent the priority weights; as such, the

sum of all the weights should equal than 1.
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Table 12. Example of Normalized Pairwise Comparison Matrix with Row Values Averaged,
a.k.a., Derivation of Local Priority Vectors (PVs).

Cost | Color | Size Av.erz}ge Val.ue, a.k.a.
Priority Weights
Cost 0.6522 | 0.7059 | 0.5000 0.6194
Color | 0.2174 | 0.2353 | 0.4000 0.2842
Size 0.1304 | 0.0588 | 0.1000 0.0964
Sum 1.00 1.00 1.00

Table 13 below illustrates the sixth step in the process: determining the consistency of the
original pairwise comparison. As shown in Table 13, it is helpful to first reproduce the original
pairwise comparison, only this time, include an extra row at the top with the priority weights that

were calculated in the previous step. This requires transcribing the column data into row data.

Table 13. Example of First Step in Determining Consistency Ratio in an AHP Pairwise

Comparison.
Cost Color Size
Priority
. 0.6194 0.2842 0.0964

Weights

Cost 1 3 5
Color 1/3 1 4
Size 1/5 1/4 1

Next, the priority weights of each column must be multiplied by each element of that
column. Once that is done, a new column can be added that represents a weighted sum, which is

merely the sum of the newly found products for each row. This is depicted in Table 14 below.
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Cost Color Size WEH LR
Sum
Cost 0.6194 0.8527 0.4821 1.9541
Color 0.2064 0.2842 0.3857 0.8763
Size 0.1239 0.0711 0.0964 0.2913

87

Table 14. Example of Second Step in Determining Consistency Ratio in an AHP Pairwise

Finally, Amax can be calculated. This is done by finding the average of the quotients of the
weighted sums and the priorities. Amax and can be used to determine the CI for the matrix. An

easy way to arrange the table to find these figures is presented below in Table 15.

Table 15. Example of Final Step in Determining Consistency Ratio in an AHP Pairwise

Comparison.
Weighted Priorit .
Sumg Weight); Quotient
Cost 1.9541 0.6194 3.1551
Color 0.8763 0.2842 3.0833
Size 0.2913 0.0964 3.0216
D (Equals average of the quotients)—> 3.0867

Once Amax has been determined, the CI can be calculated using Equation 9. For the
examples presented in the preceding tables, the CI for this matrix equals 0.0434. The only
missing piece to the CR equation at this point is the value for the RI, which is found using the
look-up table, which was reproduced above in Table 8. The RI for an n» = 3 matrix is given as
0.58. Finally, using the CR Equation (see Eq. (10), the CR for this matrix equals 0.075. As this

number is less than 0.10, the consistency check is successful.
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This dissertation makes use of the Approximate Method (using the additive approach); as
with MAUT, the local priorities must be aggregated into a global priority score. That is to say, the
priorities of each alternative for each criterion must be aggregated into a global priority score,
which factors in the priority weights of the applicable criteria. Also like MAUT, while there are a
few exotic ways that have been developed, the traditional additive model with normalization is
preferred for this dissertation. Similar to (2, but modified for priorities instead of utility functions,

(11 clarifies the aggregation technique.
Po =% Wh * Pab
b

(11)

Where: P, is the global priority of alternative a, pas is the local priority of criterion b, and
wp 1s the weight of criterion b.
2.4.5. Some Problems with MAUT and AHP

AHP has been used in a wide range of applications and has been studied since the late
1970s, there are even ample opportunities (which will be summarily presented later) of
combination approaches using AHP and other MCDM techniques. As pointed out by De Montis
et al. (2005), “Sometimes also using other evaluation methods it is possible to make a pairwise
comparison between criteria carried out in the AHP if normalized weights are required. In this
sense a combination with other methods is possible” (p. 111).

Unfortunately, MAUT and AHP have sometimes been polarized into a ‘“absolute v.
relative” measurement argument. While this polarization is well justified, it loses sight of the real
goal: MCDM models, methods, processes, techniques, efc. are nothing more than tools. As
obvious from a plain reading of the above, MAUT makes use of an absolute judgment scale in
which alternatives, criteria, and sub-criteria are ranked and weighted according to some sort of

standard that has been developed or learned. In AHP, relative measurement is achieved (and
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assured) via the pairwise comparison: any two sub-criteria, criteria, or alternatives are only
compared two at a time against a common attribute. There are advantages and disadvantages to
both (see Table 1).

AHP suffers from the noted drawback of rank-reversal (Johnson, Beine, & Wang, 1979),%
and there have also been other notable criticisms against AHP.®® Borrowing from various works
by Saaty over the years, the philosophical argument at the crux of the issue can paraphrased as
follows: Classical Bayesian theory violates the fundamental underpinnings of its own statistics
when it includes information from a previous outcome into new predictions, (a phenomenon
commonly referred to as learning) (Saaty, 2016).

The practical takeaway from all of this, however, is that it is fundamentally flawed from
the very onset for humans to expect to create a mathematical model that perfectly emulates human
decision-making. There is no such thing as a perfect model; all models are abstractions of reality.
Models are tools, and especially when it comes to plain language practical decisions, whether be
it MAUT, AHP, ANP, or any one of the other recognized MCDM methods, the only thing the tool
can do is help inform the decision-maker’s judgment.

Most of the criticisms of AHP and MAUT are well beyond the scope of this dissertation,
but one such criticism is very relevant to this dissertation: the inability of the AHP model to
account for feedbacks. Feedbacks are also referred to as dependencies. Both MAUT and AHP (as

well as several other MCDM models) assume that the decision criteria are independent. In real

%5 As noted by Johnson, Beine, and Wang (1979), for matrices of size n > 4, should the Saaty Scale values be replaced
with their reciprocals, the resulting ranking of the priorities should also be reversed—but this is not always the case.

% Some of the more noteworthy criticisms of AHP include the over-reliance of quantitative methods to discern
possible outcomes and the fact that desirable outcomes tend to be pre-established and therefore runs the risk of human
biasing (from the decision-maker) of the pairwise comparison matrix. Several papers over the years have been written
on the merits and drawbacks of AHP; for additional information, consult: Saaty (2005), Dyer (2005), Whitaker,
(2007); Barzilai (1998); and Forman (1993).
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life, things are hardly ever so neatly arranged—generally speaking, in real life, everything is
dependent on everything else somehow, some way. For example, if one is trying to determine a
geographically appropriate location indicative of the relative natural background value for radon
in air, the criteria of wind speed is correlated to the measured radon level. Not accounting for
these dependencies would mean that a heavier weight of these joint criteria would result and would
therefore introduce bias into the decision process. Luckily, there is an MCDM model that can
account for these dependencies: ANP.

2.5. Analytic Network Process

2.5.1. A Prescriptive Process that Helps Address the Bias in Apples-to-Oranges Comparisons

While in AHP the focus is on determining preferences and priorities in linear fashion, in
ANP, the focus is on determining the relationship of a network structure and the degree of
interdependence. The chief advantage of ANP is its ability to make predictions by using ratio
scales to capture various kinds of interactions (Saaty, 2016). ANP is often referred to as a
generalization of AHP because it models interdependencies without a need to specify hierarchical
levels (Sipahi & Timor, 2010). ANP model building requires elements to be defined and assigned
to clusters, as well as a vectored definition of the relationships between them (Sipahi & Timor,
2010; Saaty, R., 2016; Saaty, T., 2001).

Figure 10 in the section above illustrated the hierarchies associated with the AHP model;
the hierarchies of AHP related the alternatives, criteria, sub-criteria,®” and decision goal linearly.
As noted by Ishizaka and Nemery (2013), the model ceases to be linear once “dependencies arise
between any of the elements in the decision problem” (p. 59). Consider the following examples

to help explain the reason why dependencies are problematic.

87 Sub-criteria were not shown in Figure 10 for the sake of simplicity.
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For the first example, consider a very simple decision problem in which a regulatory
agency wants to purchase new radon detectors. The objective (i.e., the goal) of the decision is to
buy the best new detectors for the department. For the sake of simplicity, this example will only
focus on three criteria: cost, accuracy, and ease of use. Again, for simplicity, there are only two
different types of detectors being considered: (1) the WammoDyne Radon Sniffer, and (2) the
Radonomatic Detector 9000. Some pertinent information for this hypothetical example is

provided in

Table 16 below.

Table 16. Decision Information for Hypothetical Radon Detectors.

Model Cost per Unit Accuracy Ease of Use
WammoDyne o Skilled Technical Operator with
Radon Sniffer $3,400/ ca. 99% Specialized Training Required
Radonomatic $2.000 / 